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Preface

Many widely used standardized tests of mental ability consistently show sizable
differences in the average scores obtained by various native-born racial and social sub-
populations in the United States. Anyone who would claim that all such tests are therefore
culturally biased will henceforth have this book to contend with.

My exhaustive review of the empirical research bearing on this issue leads me to the
conclusion that the currently most widely used standardized tests of mental ability -1Q,
scholastic aptitude, and achievement tests—are, by and large, not biased against any of
the native-born English-speaking minority groups on which the amount of research evi-
dence is sufficient for an objective determination of bias, if the tests were in fact biased.
For most nonverbal standardized tests, this generalization is not limited to English-
speaking minorities.

Research relevant to test bias is much more prevalent for black Americans than for
any other group. The minority groups that have been the least researched with respect to
test bias are Asian-Americans of Chinese and Japanese descent. Adequate evidence is
lacking on these groups not because tests are less liable to culture bias for Asian-Ameri-
cans than for any other minority group but probably because American-born Chinese and
Japanese have generally fared quite well when tests are used in educational and occupa-
tional selection. It is when selection procedures yield markedly disproportionate rates of
acceptance or rejection of minority and majority populations that tests are accused of bias
and unfairness.

Claims of test bias and of the unfair use of tests cannot be ignored by psychologists.
Such claims must be objectively investigated with all of the available techniques of
psychometrics and statistical analysis. Where test bias is discovered, the test in question
should either not be used on the group for which it is biased or should be used only in ways
that permit the particular bias to be precisely and explicitly taken into account. Biased
tests can often be revamped so as to greatly lessen, or even totally eliminate, their bias
with respect to a particular subpopulation.

Before the use of tests is rejected outright, however, one must consider the alterna-
tives to testing—whether decisions based on less objective means of evaluation (usually
educational credentials, letters of recommendation, interviews, and biographical inven-
tories) would guarantee less bias and greater fairness for minorities than would result from
the use of tests.

These are exceedingly important questions for any society in which tests will almost



certainly be increasingly used—by schools and colleges, by the armed forces, and by the
job market. With enforced universal education now combined with the current trend
toward inflation of school grades, diplomas, and other formal credentials, selective col-
leges and employers will inevitably turn increasingly to the use of more precisely informa-
tive, objective, and valid methods for the selection of applicants and the assessment of
qualifications. Standardized tests have unquestionably proved their worth for these pur-
poses. But what must also be determined is whether the tests serving any given purpose
are psychometrically biased with respect to the various subpopulations on which they are
used, and whether the selection procedure based on test scores is itself fair to all con-
cerned. That is primarily what this book is about—the psychometric methods for objec-
tively detecting bias in mental tests and for using tests fairly in any of the legitimate ways
that tests may be employed.

To treat these topics seriously and thoroughly requires that we delve far beyond the
level of popular discourse. The issues cannot really be understood in terms of the common
verbalisms regarding tests that are now so familiar to most laymen who read articles on
this topic in the popular press. Although I have intended this book to reach as wide an
audience with a serious interest in test bias as possible, it has obviously not been possible
to make this an “easy” book. The questions and answers in this field quickly, and
necessarily, force us into some highly technical aspects of psychometric theory and
methodology. However, | have designed the exposition so that even readers with no
psychometric or statistical background should not be at a loss at any point in the book,
provided that they are willing to read carefully, as one might study for a college-level
course, the early chapters (especially Chapters 4 through 8), which clearly define and
explicate nearly all the quantitative concepts that are frequently used throughout the rest of
the book—concepts such as the mean, standard deviation, standard score, standard error,
correlation, regression, reliability, validity, true score, factor, and so forth. For readers to
whom these concepts are already familiar, this book should present no special difficulties.
Many of the less crucial technical details, of interest more to students of psychometrics
than to the layman, are relegated to the notes at the end of each chapter. Also, technical
terms, which on their first appearance are marked by a star ( ), are defined in the
glossary.

Embedded more or less unobtrusively throughout the text is what amounts to practi-
cally a review of elementary statistics. | have found that many students in psychology and
education acquire a better appreciation of statistical concepts when they are presented, as
here, in the context of important substantive issues that are highly meaningful to them,
rather than as purely mathematical abstractions.

No less than the first eight chapters are, in a sense, introductory to the topic of test
bias per se, which is met head on for the first time in Chapter 9. But these introductory
chapters all deal with the most basic issues of psychometrics that are involved in criticisms
of mental tests and in arguments about test bias—the great variety of tests and test items,
the scaling of test scores and the form of the distribution of abilities in the population, the
quantification of subpopulation differences, the meaning of IQ and the psychological
nature of intelligence, and the reliability, stability, and validity of test scores. An under-
standing of these fundamental issues in testing is absolutely essential for a technical
understanding of the more specialized topic of test bias.

Professionals will quickly recognize that | have couched the discussion of bias



mainly in terms of “classical test theory.” This should not be misconstrued to imply that
modem developments in so-called latent trait theories, which are applicable to many
problems in psychometrics, are not potentially powerful methods for the study of test bias.
However, we have scarcely begun to apply these relatively recent developments to empir-
ical studies of test bias, and they are also much less familiar than classical test theory to
the majority of psychologists and educators for whom the issue of test bias is of the most
immediate concern.

Readers should note that | have intentionally omitted any discussion of theories and
evidence as to the causes of the observed average differences in test scores between
various racial and social groups, except insofar as these differences may be due to bias in
the tests themselves or to the conditions under which tests are administered. It must be
emphasized that test bias can be studied in its own right, quite independently of the
broader question of the causes of individual and group differences in abilities, when such
differences cannot be attributed to test bias. The question of test bias should not be
confused with the question of the relative contributions of genetic and environmental
factors to individual or group differences. In the terminology of genetics, test scores— all
test scores—are measures of phenotypes, not of genotypes. The study of test bias, there-
fore, concerns only bias in the measurements of phenotypes. We need not be concerned
with inferred genotypes in this inquiry. The answers to questions about test bias surely
need not await a scientific consensus on the so-called nature-nurture question. A proper
assessment of test bias, on the other hand, is an essential step toward a scientific under-
standing of the observed differences in test scores as well as the observed differences in all
the important educational, occupational, and social correlates of test scores. Test scores
themselves are merely correlates, predictors, and indicators of other socially important
variables, which would not be altered in the least if tests did not exist. The problem of
individual differences and group differences would not be made to disappear by abolishing
tests. One cannot treat a fever by throwing away the thermometer.

My interest in test bias goes back to 1950, when | became personally acquainted
with the late Kenneth Eells, one of the major pioneers in the study of cultural bias in tests.
Eells had just completed his monumental work on social-class bias in group 1Q tests when
I did my own master’s thesis under his tutelage. | frequently heard Eells talk about his
fascinating research on test bias, and at that time | came to believe that nearly all standard
1Q tests were grossly biased against virtually everyone but the white middle class. Eells’s
work involved only social-class differences within the white population, but everyone
seemed to generalize what they perceived to be Eells’s message to racial minorities as
well. | can clearly remember how, at that time, audiences with a sympathy for the
underdog received Eells’s message with warm and heartfelt enthusiasm. | was among
them. | say “message” because something rather different was communicated to Eells’s
audiences, perhaps at some unconscious emotional level, than what is actually conveyed
by a close reading of the highly statistical and cautiously worded monograph describine
his research (Eells et al., 1951). Eells’s audiences relished seeing various well-known 1Q
tests and seemingly biased test items held up for criticism bolstered by tables and graphs.
Our reactions were a mixture of scorn and hilarity, like seeing the villain in a play do a
pratfall.

Tests indeed became popularly perceived as one of the villains in the 1950s. We
have only recently begun to take a much more careful look at the more extravagant



accusations made against tests during that socially conscious era, accusations that many
well-intentioned persons thought would further the cause of social justice. The message
essentially was that psychological tests are trivial, defective, and culture biased, and so we
need not be concerned about the social group differences reflected by the tests: the
differences were not “real” differences at all, but merely artifacts of the tests themselves.
The tests hidden purpose, whether intended or not, was to maintain the socioeconomic
and political supremacy of the white middle and upper classes. Eells, always a careful
scholar, must have been appalled by any such gross extrapolations from the important
researches that he and Allison Davis had begun in the 1940s. To be sure, tests had been
lambasted long before then (see the review by Cronbach, 1975), but most of the criticism
came from outside the profession. Eells, as a psychologist trained in the psychometric
tradition, was an “insider,” and he made a far more valuable contribution to the analysis
of test bias than had any of the critics on the “outside.” Through my good fortune in
becoming associated with Eells, | got in on the “ground floor” of the psychometric study
of test bias.

I began to take a less one-sided view of Eells’s interpretations of his findings when,
in 1952,1wrote a student paper for Professor Irving Lorge extolling Eells’s work. Lorge,
who had been a protege of E. L. Thorndike, was then one of the leaders in psychometrics,
a president of the Psychometric Society, and editor of its journal, Psychometrika. And he
was a most formidable professor. It turned out, to my dismay at the time, that Lorge
himself had just written a paper (delivered at the annual convention of the American
Psychological Association in 1952) that was highly critical of Eells’s monograph. Lorge’s
only comment on my own paper was to give me a copy of his. Reading it made me feel a
bit “softheaded” for my unquestioning and sentimental resonance to Eells’s position.
Lorge led me to see that one could take a more dispassionate, more incisively critical
stance in psychological research than | had appreciated before my encounter with Lorge.
He became one of my favorite professors, although I must admit I never felt at ease in his
presence.

Since those days | have maintained a close watch on the controversy over bias in
mental tests. But it was not until about 1970 that | began to take an active part in research
on this topic. | was forced into it mainly out of my own concern with the possibility of
culture bias in the tests | was using in my own research on the factors involved in the
relatively poor scholastic performance of many minority children. One study led to
another, and at the same time the technical literature on test bias was growing apace—it
became a major task to keep on top of it. | was eager to get on with other research projects.
But, by way of clearing the deck for new things, | felt the need first to digest as best as |
could my expanding reprint files on test bias—four file drawers full—and to try to
integrate it all with my own research and thinking in this sphere. This book is the result.

| have dedicated this book to the memory of Galton, Binet, and Spearman. Why just
these three? | originally wanted to acknowledge the influence of all the great pioneers of
mental testing. But where can one draw the line on such a list? Many other great names
also came to mind—Edward L. Thorndike, Leon L. Thurstone, Lewis M. Terman, Sir
Cyril Burt, and Sir Godfrey Thomson—to name several of the most prominent. Over the
last couple of years | conducted an informal survey of colleagues and psychologists | met
at conferences and conventions. | asked them, “Who in your estimateion are the greatest
figures in the history of psychometrics?” Almost without exception the names of Galton,



Binet, and Spearman were given by everyone, and usually in the first three places. After
those names there was considerable disagreement. If a fourth name were added to the list,
I found there were arguments, but adding still another name would have led to even more
dispute. After those indisputable first three, almost everyone | questioned seemed to have
his own favorites or couldn’t make up his mind as to who should be next on the list. So |
stopped with three.

It is not hard to understand the unanimity of opinions on the first three. Almost
every main theme in the history of mental measurement can be traced directly to Galton or
to Binet or to Spearman.

Galton initiated the idea of measuring individual differences in mental abilities by
purely objective methods. He devised some of the first techniques of mental measurement
and tried them on thousands of subjects. He was the first to hypothesize the existence of a
“general mental ability” in humans, and he was the first to apply statistical reasoning to
the study of mental giftedness. Most important, he invented several of the most fundamen-
tal quantitative tools of psychometrics: the bivariate scatter diagram, regression, correla-
tion, and standardized measurements.

Binet invented the first practically useful test of intelligence, which was the prog-
enitor of all subsequent individual tests of intelligence and profoundly influenced the item
contents of group tests as well. Binet also introduced the important concept of “mental
age.” (It was William Stem, however, who first divided the childs’ mental age by his
chronological age to yield the “intelligence quotient” or 1Q.)

Spearman was the first to discover that all measurements of individual differences in
complex mental performances are positively intercorrelated, which substantiated Galton’s
conjecture that there is a general factor of mental ability. Spearman gave the label g to this
general factor, which is common to all complex mental tests, and he developed the
method now known as factor analysis for determining the extent to which any given test
measures g, or the general factor. Subsequent developments of factor analysis by Burt,
Thurstone, and Thomson underlie our concepts of the psychological “structure” of
abilities in terms of a limited number of factors or hypothetical sources of individual
differences in abilities, which are measured in varying admixtures by the practically
unlimited variety of ordinary mental tests.

There can be no question that the signal contributions of Galton, Binet, and Spear-
man have dominated the field of psychometrics from its beginnings in their pioneer efforts
to the present day. All who work in the field of psychological measurement surely
recognize the roots of their endeavors in the contributions of these three great pioneers.






Chapter 1

Mental Testing under Fire

Certainly no theory or practice in modern psychology has been more attacked than
mental testing. The main targets have been “IQ tests” and similar measures of mental
abilities and aptitudes. Most of the criticism in any scientific field or its applied aspects is
professional and remains within the field. In the case of mental testing, however, the
criticism has gone public (Cronbach, 1975). 1Q tests are the only topic in psychology that
in recent years has consistently been showered by brickbats from the popular media. Few
of the theoretical and technical problems of real interest to testing experts ever get into the
public debate. But most of the popular issues regarding testing, whatever their origin,
have found their way into the literature of the behavioral sciences—in textbooks, in
journals, and in official pronouncements by professional organizations.

Before passing any judgments on the criticisms of mental tests or examining the
theory and evidence pertaining thereto, we had best begin by surveying the bare criticism
itself. None of it should be ignored. Each criticism must finally be examined—
semantically, logically, theoretically, or empirically. We first must order and classify the
welter of published criticisms to discern all their essential points calling for detailed
examination.

In a study of American attitudes toward intelligence tests, Brim (1965) found that
antitesting sentiment, expressed both by lay and professional groups, involved one or
more of the following issues:

1. Inaccessibility of test data

Invasion of privacy

Rigidity in use of test scores
Types of talent selected by tests
Fairness of tests to minority groups

S

But so compressed a summary falls far short of conveying the full sum and substance of
the attack on tests.

In my own extensive reading on mental testing in the past several years, in profes-
sional and technical journals, college textbooks, and the popular press, | have made note
of every critical statement about tests that | have come across. There are hundreds of
criticisms in this collection. They constitute a large, representative sample of the variety
of criticisms and antagonisms leveled at psychological testing in all its aspects. | have



classified all these into a number of main categories of criticism. Most merit separate
consideration in the appropriate contexts of the later chapters of this book. In the present
listing I have omitted only those criticisms that were couched strictly in technical terms or
involve fine points in test theory that have never entered into the popular criticisms of
tests. (Some of these technical points will necessarily enter into the discussion later on.)

Criticism of Tests

The full impact and character of the published criticisms cannot be savored by
abstracting or summarizing them. Therefore, even at the risk of tedium, it seems worth-
while to present a number of typical examples of each category of criticism in their
original wording. In this way few overtones of the critic’s message are lost. Not that these
overtones add to the clarity of the criticism; more often the contrary. But they reveal an
important social-psychological aspect of the attack on mental testing, a phenomenon
worthy of study in its own right.

By far most of the listed quotations used as examples of a particular type of criticism
were gleaned from the professional literature, but a few are from the popular press. There
are hardly any features that would intrinsically distinguish the two sources.

Cultural Bias

The most frequent of all criticisms is that tests are in various ways culturally biased
so as to discriminate unfairly against racial and ethnic minorities or persons of low
socioeconomic status. A thoughtful reading of some of the typical examples found in the
following quotations reveals, in addition to the variety of explicit criticisms, many im-
plicit and value-laden assumptions.

The majority of psychologists have concluded there is no such thing as a culture fair
test.

A concept of intelligence testing is entirely a western notion, and so intelligence
testing is culturally biased in itself.

Any attempt to measure intelligence must be culturally biased: what abilities one
attempts to measure depend on what abilities are taken to be part of intelligence.

Intelligence tests are sadly misnamed because they were never intended to measure
intelligence and might have been more aptly called CB (cultural background) tests.

IQ measures everyone by an Anglo yardstick. There is a conspiracy to make a
narrow, biased collection of items the “real measure” of all persons.

1Q tests yield the best results when taken by those who come from the same cultural
background as the devisers of the tests.

Tests are clearly discriminatory against those who have not been exposed to the
culture, entrance to which is guarded by the tests.

Persons from backgrounds other than the culture in which the test was developed
will always be penalized.



IQ tests are Anglocentric; they measure the extent to which an individual’s back-
ground is similar to that of the modal cultural configuration of American society.

Racial, ethnic, and social class differences in mean 1Q scores may not be due to
genes or environment, but are probably inherent in the psycholinguistic, cultural,
and temporal biases of the test.

Culturally unfair tests may be valid predictors of culturally unfair but nevertheless
highly important criteria. Educational attainment, to the degree that it reflects social
inequities rather than intrinsic merit, might be considered culturally unfair.

Aptitude tests reward white and middle class values and skills, especially ability to
speak Standard English, and thus penalize minority children because of their back-
grounds.

There are enormous social class differences in a child’s access to the experiences
necessary to acquire the valid intellectual skills.

How can a child who speaks Urdu or Lithuanian understand the questions much less
the answers to an 1Q test?

The middle-class environment is the birthright for 1Q test-taking ability.

The 1Q test is a seriously biased instrument that almost guarantees that middle-class
white children will obtain higher scores than any other group of children. The more
similar the experiences of two people, the more similar their scores should be.

1Q scores reported for blacks and low socioeconomic groups in the U.S. reflect
characteristics of the test rather than of the test takers.

If children of Harvard University professors were raised in Africa they would test
just like all other Africans. And if children of Africans were brought over here and
raised they would have the same [IQ] distribution as American children.

Most of today’s intelligence test items were written long ago during an age of even
greater racial prejudice than now. These items correlate with race, since it was a
prevailing belief then that race was a criterion of intelligence.

Tests have served as a very efficient device for screening out black, Spanish-
speaking, and other minority applicants to colleges.

IQ tests are wholly inappropriate for making predictions about the academic poten-
tial of disadvantaged Negro children.

To correct the cultural bias of 1Q tests, the thing to do is to add fifteen points to
scores of black students. It will lift many of them from mentally retarded classes.

IQ tests do not and cannot measure the true potential of black children whose
language and life styles are largely determined by the conditions of the ghetto.

The poor performance of Negro children on conventional tests is due to the biased
content of the tests, that is, the test material is drawn from outside the black culture.



The words included in vocabulary tests are based on the frequency of their usage by
whites. Blacks, who have differing vocabularies, may do poorly.

The whole 1Q argument turns on the fact that black parents give their kids fewer
jigsaw puzzles, Tinker Toys, and Erector Sets.

Criticism of Specific Test Items

Critics often try to ridicule tests by pointing to a specific test item as an example of
culture bias or whatever point the critic wants to make. The implication to most readers is
that the test as a whole measures no more than what the selected item seemingly measures.
It is usually assumed that no other information than that of holding up the item itself is
needed to evaluate the item or the test from which it was selected. Attention is directed
entirely to the “face validity” of specific items. Yet no competent psychometrist would
attempt to criticize or defend specific test items out of context. The importance of the
“face validity” of an item depends, first, on the nature and purpose of the test in which it
is included and, second, on certain “item statistics” that are essential to the psychometrist
in evaluating any test item. Without such information, criticism of individual test items
can carry no weight. Rarely does the test constructor attribute much importance to whether
or not any given person knows the specific information content of any single item; rather,
the chief concern is with the measurement of whatever is common to a number of quite
diverse items. This is determined by summing the “rights” and “wrongs” over a large
number of such items to obtain a total score. The specific features of single items thus
average out, and the total score is a measure of whatever ability is common to the whole
set of items. The more diverse the items, the more general is the ability measured by the
total score. For this reason, criticism of item content, outside a context of essential
psychometric information, is the weakest criticism of all.

The Comprehension test of the Wechsler Intelligence Scales is a favorite target for
the critics of item content. For example, one critic points to the item “What would you do
if you were lost in a forest?” and argues that “Urban black kids have not seen a forest. If
you ask a black kid how to get from Lenox Avenue to Lexington Avenue, he can tell
you.” (Who cannot see the essential difference between these two questions?) Yet,
interestingly, blacks have been found to perform better, relative to whites, on the Com-
prehension test than on any of the ten other subtests of the Wechsler (Shuey, 1966, p.
407). Another example is from the Wechsler Picture Completion test, in which the subject
is asked to point to any missing essential feature in each of a set of pictures of familiar
things. One item calls for noting a tooth missing from a comb. A critic claims:

The ghetto child seldom sees a complete comb. A comb is useful even when teeth
are missing, to be replaced when it is no longer of any use. The ghetto child may
respond by saying “hair,” or “brush” or "hand.” The toothless comb is com-
monplace, not a rarity. Additionally, the physical aspects of Negro hair make it
difficult to comb and the kinkiness often breaks off teeth more readily than does
straight hair. Both economics and physiology influence this question.

It would be interesting to know how this item compares in difficulty with other seemingly
less culture-biased items.1

‘Notes are gathered at the end of each chapter.



Another favorite example is the “aesthetic comparison” test from the Year 1V-6
level of the Stanford-Binet Intelligence Scale. The child is shown three pairs of pen
sketches of faces and asked “Which one is prettier?” (See Figure 1.1) Two critics hold
up this item as an example of cultural bias as follows:

In all cases, the “correct” picture has the classic Anglo-Saxon features while the
“incorrect” one has features common to other ethnic groups, e.g., a wide flat nose

and thick lips in two cases, and a hooked nose in the last case.

Item statistics on the Stanford-Binet in the normative white and black samples,
however, show that this particular item (out of the seven items at the Year 1V-6 level) is
the easiest item for blacks and only the third easiest for whites. That is the trouble with
armchair criticisms directed at single items. Without knowing the item statistics, such
criticism usually backfires. One critic used as an example of culture bias against blacks the
test item shown in Figure 1.2, on the grounds that it would require blacks to deal with
fourteen white faces.

Figure 1.1. The *aesthetic comparison” test of the Stanford-Binet scale
(1937 and 1960) at Year IV-6. Of each pair of faces, the examiner asks ‘“Which
one is prettier?” A passing score is three out of three correct.



Figure 1.2.  Which one of the six faces in the bottom row should go into the
space marked by the question mark in order logically to complete the patternd
(From Eysenck, 1971, p. 52)

N <P

A <0> ?

One critic of tests, Banesh Hoffman (1962), based an entire popular book on formal
or rational criticisms of selected multiple-choice test items. His complaints are of a quite
different character from those already displayed. He contends that IQ test questions are
ambiguous in ways that will trap the creative and the overly thoughtful who recognize that
more than one answer may be correct. He argues that multiple-choice tests deny creative
persons an opportunity to demonstrate their creativity and that they favor the shrewd and
facile candidate over the one who has something to say. Hoffman’s argument rests on no
empirical evidence but consists of armchair dissection of multiple-choice test items care-
fully selected to make his point. The items are most often of the type involving informa-
tional content, as are most commonly found in scholastic achievement tests. He has turned
up some badly written items, to be sure, but no evidence is presented that they are typical.
No consideration is given to the kinds of item statistics used by test constructors to
evaluate the reliability and validity of test items. As Ebel (1973, p. 79) states, “These
hyper-critics disdain the item and test statistics that challenge their beliefs. When they
cannot find any published test item bad enough to clinch the point they are making, they
invent one.” Dunnette (1963) has written the most detailed and trenchant criticism of
Hoffman’s argument, pointing out that Hoffman attempts the impossible feat of using
verbal analysis to overcome or reject empirical results.



Inability to Define or Measure Intelligence

This class of criticism argues that psychologists cannot define intelligence, or at
least cannot agree on a definition, and therefore cannot possibly measure it.

It also includes variations on this theme, such as the idea that tests cannot get at the
true essence of intelligence, or that definitions of intelligence are entirely arbitrary, or that
tests are in some way inadequate to assess intelligence. Implicit in most of these criticisms
is the assumption that there is some trait or essence in the individual that can be called his
“real intelligence” (or even his “real worth” as a human being) and that for some reason
this quality has eluded all attempts at objective measurement. Often the critic’s expecta-
tions for a test are beyond anything ever dreamed of by the test constructor. Here are some
examples.

If man has yet to define intelligence, how can he have the audacity to measure it?

We cannot possibly measure intelligence, since the measurement of effects is not
necessarily the measurement of an entity.

In the final analysis the 1Q does not measure anything real.

IQ tests do not identify or measure intelligence. Those who write 1Q tests use their
own perception of intelligent behavior to devise their measures.

What 1Q measures is a value choice of the test makers; they measure culture-bound
and value-laden abilities with no a priori justification.

No test can trick a person psychologically or otherwise into revealing how much
brilliance or stupidity he possesses.

There is a clear and definite difference between intelligence, per se, and the concept
of the intelligence quotient, or 1Q.

1Q tests are not perfectly accurate nor are they a perfect indicator of potential.

The white middle-class Western community, like any moderately isolated social
group, has created over the years a specialized vocabulary, reservoir of information,
and style of problem-solving and communication which it summarizes under the
concept “‘intelligence.”’

Intelligence is simply the ability to perform well at whatever one’s social situations
seem to require.

1Q tests do not measure perception, moral appreciation, and sensitivity to other
people.

1Q tests do not indicate why a given student did poorly in a particular subject.

The 1Q does not measure qualities such as creativity, imagination, insight, and
original thinking.

These [IQ] tests do not measure the human quality of compassion, or sincerity,
sensitivity, brotherhood, and any number of character traits which serve humanity.



We must demand a more accurate measuring device than the 1Q test for these
persons who will be specially rewarded and recognized. It must account for hon-
esty, commitment to democratic values, and a well-integrated personality. These
qualities are not measured by the 1Q test.

The validity of 1Q tests has not changed in 30 years.

A common form of criticism that we can place in this category consists of pointing
out some very famous person or historic genius who is reputed to have done poorly in
school. The implicit assumption is that the person would therefore also have obtained a
low score on an IQ test. Yet low intelligence is obviously belied by the individual’s
outstanding achievements as an adult. This argument of course assumes a perfect correla-
tion between scholastic performance or teacher’s marks and 1Q. But we know that the
correlation between 1Q and school marks is far less than perfect, and this fact alone
guarantees that we should be able to find some very high-1Q persons who do poorly in
school, whatever the reason. Also, as we shall see later on, intelligence is conceptually
distinguishable from achievement. Hence it is a misfired criticism of 1Q tests that what
they measure is not completely redundant with assessments of achievement.

Tests Measure Too Narrow Abilities, or “Nothing But ”

These criticisms generally equate 1Q tests with scholastic skills or academic knowl-
edge, or even something narrower, such as familiarity with “proper” English. The
implication is that whatever it is that intelligence tests measure it is something much more
limited and trivial than “intelligence.” It is a debunking or “nothing but” style of
criticism.

IQ tests are a sham and ought to be relegated to their proper status as parlor games
where they were first inspired.

An 1Q is nothing more than a score earned on a test.

1Q tests measure only the ability for doing well on 1Q tests.

1Q tests perpetuate a narrow conception of ability.

1Q reflects rather than predicts a person’s preparation for academic work.

We don't have intelligence tests. We have a measure for school achievement in a
middle-class Anglo-Saxon-oriented school.

Children who have not had the opportunity to read widely or to acquire verbal
facility must always be at a grave disadvantage on 1Q tests.

1Q tests fail to measure “adaptive behavior,” the capacity to survive in society, and
place too high a premium on school intelligence.

A scholastic aptitude test is essentially a test of the student’s command of standard
English and grammar.

The games people are required to play on aptitude tests are similar to the games
teachers require in the classroom.



While poor children score lower on 1Q tests than the middle class and typically do
not do well in school, these same children have normal intelligence outside of class
and have no unusual problems succeeding in their adult occupational and family
lives (except for discriminatory factors).

1Q tests treat intelligence (or more accurately, school intelligence) in aggregate
terms, failing to recognize that a given student is likely to be competent at some
things but not at others, and that combining those strengths and weaknesses into a
single score necessarily misdescribes and oversimplifies the notion of intelligence.

If a candidate were chosen merely on the result of his 1Q test score, only a small part
of his total abilities would have been judged.

The 1Q test does not measure all that we mean by mental ability.

To avoid the shortcomings of IQ tests, schools should rely more heavily on
achievement tests.

Standardized achievement tests are often invalid because they do not measure what
was taught in a particular school’s curriculum.

Failure to Measure Innate Capacity

These criticisms exemplify the idea that individuals possess some innate ability,
capacity, or potential that intelligence tests have been unable to measure. Because the
critics making this claim do not acknowledge any valid measure of “innate intelligence,”
“capacity,” or “intellectual potential,” they never make clear just how they can deter-
mine the validity of their claim that IQ tests do not measure this innate capacity. Provided
that the issue can be stated in such away as to be theoretically meaningful and empirically
testable, there happens to be a scientific methodology capable of answering the question
of the extent to which any test measures innate (meaning genetically conditioned) factors.
The methods of quantitative genetics were devised to deal scientifically with just this kind
of question, but this is seldom mentioned by the critics who disparage tests on the grounds
that they do not measure “innate intelligence.”

Despite the name, intelligence tests do not measure “intelligence” or innate ability.
No test does that.

1Q tests say nothing firm about capacity or about general learning ability.

These tests do not measure innate mental capacity in a cross-culturally valid and
totally exhaustive way independent of socialization experience.

The great majority of psychologists and geneticists hold that there are no significant
differences in intelligence between the races. If they are right, then 1Q tests to
identify mentally retarded school students should yield results closely corresponding
to the racial make-up of the school population. But in San Francisco classes for
EMR [educationally mentally retarded] children are 66% black though the student
population in San Francisco is 28.5% black.



Unsuitable Norms

The standardization of a test is an elaborate procedure of sifting and selecting from a
large pool of items according to a number of statistical and other criteria and finally trying
out the finished test and standardizing the raw scores in a large representative sample of
individuals from some specified reference population. The standardized scores are a
mathematical transformation of the raw scores (number of items answered correctly) that
permits a precise and meaningful interpretation, such as “Johnny’s score on test X means
that his performance on this test exceeded that of 86 percent of the children of his age in
the normative or reference group.”

One of the criticisms of tests is that the norms are inappropriate for some particular
(usually low-scoring) group.

The nature of psychological testing makes it logically necessary to use different
norms for different ethnic groups, since identical cut-off points are inherently dis-
criminatory.

Blacks have been overlooked in devising questions for tests and were not included
in the population used to standardize the figures used for the interpretation of test
scores.

Since Negro children are excluded from the norming sample, their score will make
them look worse than they ought to.

Aptitude tests, standardized (or “normed”) for white middle class children, cannot
determine the intelligence of minority children whose backgrounds differ notably
from that of the “normed” population.

1Q Tests Measure Only Learned Skills

Underlying this line of criticism is the assumption that, if a test item depends on
learned skills or knowledge, or if teaching, coaching, or practice on a class of test items
will improve performance on similar items, any test composed of such items is invalidated
as a test of intelligence or, at best, only measures something trivial or superficial. Also
implicit in many of the criticisms in this category is the notion that the only true ability is
the ability to learn and therefore that all that an 1Q test can possibly measure is what the
individual has already learned before taking the test.

The 1Q test is a measure of experience and learning rather than a measure of inborn
capacity.

1Q tests are basically tests of learned and achieved ability, not tests of mental
capacity or potential.

1Q tests measure essentially what children have learned.

Standard 1Q tests are based in large part on skills and information acquired in the
school.

Children must attend a school that adequately teaches the content of the 1Q test in
order to score well. Most ghetto schools fail at this task.

Children can be taught to do intelligence tests just as they can be taught to do
English and arithmetic, chess and crosswords.



IQ and aptitude tests can only test a student’s present level of learning in certain
skills and from that infer his capacity to learn further.

The 1Q is just a number that reflects one form of general learning speed.

1Qs Are Inconstant

A perennial argument concerns the “constancy” or lack of “constancy” of the I1Q.
But for a good many years now there has been no need for argument on this issue, as it is
really an empirical question for which we have a great deal of highly reliable evidence.
Yet we still read statements such as the following from recent articles:

The 1Q fluctuates from year to year. We have plenty of instances in which a child
has gained or dropped as much as 50 points.

1Q tests identify intelligence as static and not dynamic, and fail to account for the
uneven growth patterns of children.

Test Scores Contaminated by Extraneous Factors

The claim is often made that external factors in the testing situation, such as the race
of the tester as well as subjects’ attitudinal and motivational disposition, contaminate test
performance more for “minority” than for “majority children.

Disadvantaged children get low scores because of poor rapport with the examiner,
especially when the examinee is black and the examiner is white.

Minority children score higher on tests administered by someone of their own race,
because of better communication and understanding.

Black children often misunderstand the white middle class examiner’s pronuncia-
tion.

The traditional testing situation elicits deliberately defensive behavior from Negro
examinees; the Negro child may not try to answer the questions.

The impersonal environment in which aptitude tests are given depresses the scores
of minority students who become anxious or apathetic in such situations.

Ethnic minority group children and culturally disadvantaged children are handi-
capped in taking tests because of deficiencies in motivation, in test practice, and in
reading.

Specific cultural differences in motivation, unrelated to innate intelligence, can
fully account for the lower 1Q of blacks.

These tests [Lorge-Thomdike IQ] penalize the slow, perfectionistic student who
would score much higher if given more time.

Misuses, Abuses, and Undesirable Consequences of Testing
A large category of antitesting sentiment involves real or imagined misuses of tests

and unjust or undesirable personal and social consequences of testing. Most of the criti-
cism coming from professional testers falls into this category.



Tests are not given often enough, with the result that a few test scores have an
enormous influence on a child’s academic career.

Tests foster a rigid, inflexible, and permanent classification of individuals.

Standardized tests are the instruments by which we are routed into specific careers
and pay levels.

Because teachers expect more of the high 1Q scorers, those children do better than
those who were assigned low 1Q scores.

Tests contribute to their own predictive validity by functioning as self-fulfilling
prophecies.

Often school officials and teachers view test scores punitively rather than reme-
dially: They are used to label students as “smart” or “dumb” or to distinguish
“college material” from future blue-collar workers.

School-age youths are increasingly subjected to internal and external testing pro-
grams from childhood onward. At age four the child is administered a pre-school
test; at age five, a reading readiness test; and beginning with age six, annual
batteries of language arts, math and 1Q tests. The lives of serious-minded high

school and college students become dominated by quizzes, course tests, qualifying
exams, etc. Presently, 48% of the nation’s youth enter college; but a mere 25% of

those who start ever acquire the A.B. degree. A major obstacle affecting the life
chances of today’s youth is a test of some sort.

The minority, disadvantaged student may incur educational damage by being sub-
jected to current standardized testing methods.

IQ tests are used to deny minority children educational opportunities by labeling
them as uneducable, placing them in inappropriate ability groupings and special
education classes.

Tests are inimical to the self-image and motivation of Black and Chicano children,
shattering their self-confidence, lowering teacher and parental opinion, reinforcing
negative expectations, and possibly contributing as much to the child’s overall
socio-educational deprivation as any other known factor.

By labeling a child who is performing adequately in his family environment, testing
makes an otherwise invisible person visible and begins to create social problems
where previously none had really existed.

There is too much secrecy surrounding test scores.

A test is a potential invasion of privacy because personal information is made
available to others. Very important values in American society suggest that indi-
viduals have the right to decide to whom and under what conditions they will make
available to others information about themselves.

Organized Opposition to Tests

Several national professional and political organizations are on record as opposing
mental tests and have waged campaigns against them. The specific criticisms of tests



encountered in the literature disseminated by these organizations are all much the same
and include practically all the points found in the several categories of criticisms just
reviewed, but the literature of the several organizations opposed to testing differs in tone,
emphasis, and vehemence.

National Education Association

In February 1972, the National Education Association’s Center for Human Rela-
tions held a three-day national conference in Washington, D.C., with the announced
theme: “Tests and Use of Tests—Violations of Human and Civil Rights.” The stated
objectives of the program were

To examine current attitudes about the educational value of standardized tests,
especially as they affect the culturally different learner;

To explore alternative measurement and evaluation processes that would be helpful
tools in the educational process; and

To create greater national awareness of an immediate need for concerted action to
prohibit the use of 1Q and other test scores as indicators of growth potential;
especially for the culturally different learner.

All persons attending the conference were asked to fill out an “opinionnaire” indicating
their degree of agreement with items such as

IQ tests are not perfectly accurate nor are they a perfect indicator of potential.
The 1Q test is a measure of experience and learning rather than a measure of inborn
ability.
Most standardized tests are tests of developed abilities rather than measures of
potential.
Most colleges have developed procedures which minimize discrimination against
minority group members on the basis of test scores.
Given the possible negative effects of standardized tests, which of the following
actions do you believe should be taken?
(a) Eliminate the use of standardized tests entirely
(b) Intensify efforts to develop culture free tests
(c) Curtail the use of standardized tests except for research purposes
(d) Conduct an intensive educational program to prevent misuses of tests

A press release put out by the National Education Association stated:

The possibility that a third or more of American citizens are intellectually folded,
mutilated or spindled before they have a chance to get through elementary school
because of linguistically or culturally biased standardized tests, prompted the CHR
to devote its annual conference to “Tests and Use of Tests—Violations of Human
and Civil Rights.”

For the “average” middle class white American, the standardized gauntlet of
tests through which he must pass in order to be classified ‘‘normal ’” may provide
few, if any problems. The tests are written in his native language—English—the
concepts directly relate to his everyday life, and the teacher who analyzes his
responses comes from a similar and sympathetic cultural environment. But what if
the rules of the game are changed, and you are the only player at the table who
doesn’t know the rules?



The press release contains a sample “1Q and Achievement Test” and invites the
reader to try it. It consists of a set of five questions written in five foreign languages and a
ghetto dialect, e.g.,

Repondez au question suivante:
1st die Farbe des Wassers im Roten Meer rot?

Decrivez ce qui se passe dans |’histoire suivante:
"Quiet as its kept and man you'd better lay some chill, but this jive swab say the
man eased into his crib last p.m., swung with his vee, his vines, and his sides.
Even snatched some old roaches he savin’ for hard times. The man took off with
the brother right on his hine, hollerin’ "Rip off, crab, *fore | blow you away!”

The press release continues:

If the average American’s intelligence were to be graded according to the above test
he or she would fail, be classified as mentally retarded, tracked in a slow learner
grade, and rejected from higher education institutions or professions of any lucrative
worth. Yet some 68 million Americans are daily subjected to tests that make about
as much sense to them as the above Spanish-Hebrew-French-Greek-German-
Ghettoese test would to the average English-speaking American.

The NEA press release stated further:

America’s tape measure of success depends on a child’s ability to understand and
communicate in “good” standard English, and to comprehend questions that relate
to “good” standard middle-class, white concepts. For many of the 25 million
Blacks, 12 million Spanish-speaking, nearly a million Indians, 18 million poor
whites, 11 million first-generation foreign-born, and close to a million Orientals, a
standard 1Q or achievement test written in English and relating to middle-American
concepts is about as understandable and relevant as purdah and sutee are to the
average housewife in Dearborn, Michigan.

The two major results of the three-day NEA conferences were (1) a call for a
moratorium on all standardized testing looking toward the possibility of eliminating test-
ing completely and (2) a call for the abolition of the National Teacher’s Examination. The
main rationale given for both moves is the supposed bias of the tests against blacks and
Chicanos.

Association of Black Psychologists

This professional organization, at its annual meeting in 1969, called for an im-
mediate moratorium on the administration of ability tests to black children. The ABP
charged (see Williams, 1971, p. 67) that ability tests

1. Label black children as uneducable,

Place black children in special classes,

Potentiate inferior education,

Assign black children to lower education tracks than whites,

Deny black children higher educational opportunities, and

Destroy positive intellectual growth and development of black children.
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One of the leading spokesmen for the ABP, Dr. Robert L. Williams, has expressed
attitudes about tests and testing such as the following:

Black psychologists translated the whole abuse of testing issue into one of in-
tellectual genocide of Black children. Tests do not permit the masses of Black
children to develop their full potential. The tests are used to sort and consequently to
misplace Black children in Special Education classes. (1971, p. 67)

[The testing industry] is a multimillion-dollar-a-year supermarket of oppres-
sion. (1974, p. 34)

IQ and achievement tests are nothing but updated versions of the old signs down
South that read “For Whites Only.” (1974, p. 32)

The testing arena is the place where blacks are literally thrown to the
wolves. (1974, p. 41)

Williams argues that “since [IQ] tests are biased in favor of middle-class Whites, all
previous research comparing the intellectual abilities of Blacks and Whites should be
rejected completely” (1971, p. 63). He claims “vast cultural differences in Black and
White society” and emphasizes differences in language and dialect: “It is a common
observation that Black and White children do not speak alike. The differences in linguistic
systems favor White children since standard English is the linguafranca of the tests and
the public schools” (1971, p. 66). The average lower scores of blacks on ability tests are
explained by Williams as “manifestations of a viable and well-delineated culture of the
Black American.” His view is that “Blacks and Whites come from different cultural
backgrounds which emphasize different learning experiences necessary for survival”
(1971, p. 65). This “cultural difference model” is the chief rationale of the ABP’s
opposition to current standardized tests, which they largely blame for the disproportionate
number of blacks in “special education” classes and classes for the mentally retarded.
The ABP has been the most vocal, and probably the most effective, in exerting
various pressures on school boards to halt the testing of black children in the public
schools. Some spokesmen for the ABP now call for more than merely a moratorium on
testing. Williams advocates federal laws against the testing of blacks and urges black
communities to “file class action law suits that demand an end to testing of black children
for whatever reason” (1974, p. 41). Such actions were initiated by the ABP against the
San Francisco, California, Board of Education in 1970 and eventuated in a court order
banning testing of blacks and some other minorities in all state-supported California
schools. This and other legal actions involving tests are discussed in the next chapter.
In 1968, largely in response to the ABP’s manifesto demanding a moratorium on the
use of psychological and educational tests with blacks, the American Psychological Asso-
ciation’s Board of Scientific Affairs appointed an ad hoc committee of leading experts in
the field of psychological testing to investigate and report to the APA on the validity of
tests and testing practices in the schools. The committee’s twenty-seven-page report was
published in January 1975 in the APA’s official journal, American Psychologist (Cleary
etal., 1975). The Association of Black Psychologists replied to the report in the same issue,
expressing strong disapproval and calling the APA report “blatantly racist” (Jackson,
1975). [A rebuttal to the ABP’s charges was made by the APA committee chairman2



(Humphreys, 1975).] The ABP reply reiterated most of the same objections to tests
already mentioned and asked, “If a group of scholars charged with the responsibility of
studying the problems inherent in testing after deliberation produces a document such as
that of the [APA] Committee, to whom can we appeal for relief?” (Jackson, 1975, p. 92).
The ABP thus rejected the APA Committee’s Report and reasserted its position in the
strongest terms:

Psychological testing historically has been a quasi-scientific tool in the perpetuation
of racism on all levels of social or economic intercourse. Simultaneously, under the
guise of scientific objectivity, it has provided a cesspool of intrinsically and in-
ferentially fallacious data which inflates the egos of Whites by demeaning Black
people and threatens to potentiate Black genocide.

The general thesis [of the ABP] set forth in response to the [APA] Commit-
tee’s position is that tests penalize minorities, supply inaccurate information to
counselors and teachers, have a devastating effect on the self-image of minority
students, and assist the white establishment in preventing Blacks and other
minorities from gaining reasonable proportions in the professions, decision-making
positions, corporate structures, and, in general, those areas which one attains
through the educational enterprise. This, indeed, has been the history of psycholog-
ical tests as such. Their misuses simply complement this abuse intrinsic to the
tests.  (Jackson, 1975, pp. 88-92)

“Marxist” Opposition to Tests

A number of rather small but vociferous groups in America and Great Britain that
are self-identified as “Marxist” have waged propaganda campaigns against psychological
tests. The best-known groups of this type in the United States are the Progressive Labor
Party, an avowedly communist organization, and the Students for a Democratic Society
(SDS), a small radical student organization once active on a number of university cam-
puses in the United States.

The term “Marxist” is placed in quotes because there is nothing intrinsic in original
Marxian theory that would oppose mental tests or any of the psychological and statistical
principles on which they are based. Although there was a period when 1Q tests were
disdained in the Soviet Union, tests of scholastic achievement—essay and oral
examinations—have long been used in the U.S.S.R. with an even greater emphasis on
educational selection and grouping or tracking than is practiced in the United States. The
selection and education of children with special academic talents, such as mathematical
precocity, takes place much earlier in the Soviet child’s educational career than is true of
his or her American counterpart.

The official position of Soviet psychologists can be described as antihereditarian,
but it has not precluded the study of individual differences in abilities or the practice of
educational selection. In this process, however, more reliance has been placed on
teachers’ assessments than on standardized tests, at least in the early years of schooling.
Some prominent Soviet psychologists, in presenting their views to audiences outside the
U.S.S.R., have voiced the opinion that ability tests in capitalist countries are an instru-
ment of political reactionary class aims, or, as one of them said, tests are “used to prove
that the level of ability is lower in children of workers and peasants than in children of the



propertied classes, and that the abilities of children of subject people are lower than those
of children of the so-called ‘higher’ peoples and ‘higher’ races. These tests serve as a
foundation for the assertion that social inequality is based on and justified by such
differences of aptitude” (quoted by Goslin, 1966, p. 38).

In a similar vein, Marxists outside the U.S.S.R. have been most strongly opposed to
ability tests, and some of their criticism has appeared in journals such as the Marxist
Quarterly, Communist Review, and Marxism Today. The reader can find these neo-
Marxian criticisms of tests and the psychological theories surrounding them expounded in
Intelligence, Psychology and Education: A Marxist Critique by Brian Simon (1971), a
British Marxist and educationist. Simon includes virtually nothing in his criticism of 1Q
tests that has not previously been listed, although they are often couched in the Marxist
rhetoric of the class struggle.

[W]herever the [IQ] test is applied, it will discriminate between children on what
can only be described as class lines. (Simon, 1971, p. 78)

Since, in a class society, on average, the higher the social status, the greater the
likelihood that test questions of the kind described can be successfully answered; a
test standardized this way is bound to set standards of “intelligence” which are
largely class differences disguised. It is an inescapable fact that the middle-class
child will always tend to do better than the working-class child, as a necessary result
of the way in which the tests are constructed, validated and standardized. (Simon,
1971, p. 78)

[TIhe “intelligence” measured by tests is a class-conditioned attribute. A class
element enters into the practice of intelligence testing, at almost every stage; first,
and most important, in the choice and character of the questions; second, in the
method of putting the test questions together, and validating the test as a whole;
finally, in the process of standardization-----It follows that an investigation of the

class distribution of intelligence is bound to give precisely the result it does, and
indeed these results are the best possible confirmation of our thesis. (Simon,
1971, pp. 78-79)

Intelligence tests can never be “objective,” can never reach the supposed elusive
and independent inner essence of mind which psychologists attempt to measure.
Instead they are bound sharply to discriminate against the working class.  (Simon,
1971, p. 81).

A more recent Marxist book, by Lawler (1978), further exemplifies the strongly
ideological and often sophistic flavor of Marxist disputation regarding mental testing and
the study of individual and group differences.

Pamphlets circulated by the Progressive Labor Party and the Students for a Demo-
cratic Society go the limit in their interpretation of psychological tests as instruments of
oppression promoted by the “capitalist ruling class. ” One such pamphlet even suggested
that the 1Q be renamed the “BQ” or “Bourgeois Quotient. ” The position of these groups
is well summarized in the following quotations from their literature.

Intelligence testing is a political expression of those groups in society who most
successfully establish behavior they value as the measure of intelligence.



The whole IQ test is constructed (contrived) to prove that the children of the upper
class are the more intelligent section of the population.

IQ tests are used by the Establishment to promote its own goals and to hold down
the downtrodden—those non-establishment races and cultures whose interests and
talents are not fairly credited by intelligence tests.

The 1Q test measures nothing inherently valuable and seems to test mainly things on
which those with the right background and attitudes will score highly on. These
attitudes are respect for authority, obedience, willingness to play the game and
tendency toward isolation rather than social interaction.

[1Q test questions] seem to be measuring the extent to which children are willing to
conform to the rules of society to do what they are told. Here intelligence seems to
be equated with acceptance of the rules of the school and the society. Students are
being tested to see if they are potentially dangerous, potentially rebellious and
disrespectful toward authority. ... What is measured is not intelligence, it is either
a naive honesty, docility and respect for the system, or a clever, but mild dishonesty
used to “make it” in the world of the school.

Explanations for Opposition to Tests

In reading many of the critics of mental testing one soon perceives a constellation of

distinct themes and attitudes common to nearly all of them, with only superficial var-
iations. Thus one can speak of an antitest syndrome. It has several clearly discernible
features.

1. Most critics of tests are indiscriminate in their criticisms. They rarely point to
specific tests or focus on specific shortcomings or abuses. Nearly all types of tests are
referred to collectively as “1Q tests,” and critics who state any one of the typical criti-
cisms usually mention most of the others as well. All the criticisms seem to come from a
common grab bag, are dispensed in a shotgun broadside, and convey attitudes and senti-
ments instead of information that would be needed to evaluate the arguments.

2. To most test critics there is a mystique about the word intelligence and a
humanistic conviction that the most important human attributes cannot be measured or
dealt with quantitatively or even understood in any scientifically meaningful sense. “Intel-
ligence” is viewed as an attribute that eludes all scientists who have ever tried to study it
or assess it objectively. There is an implicit reification and idealization of “intelligence”
by the critic, who charges that tests do not or cannot measure “intrinsic merit,” “true
potential,” “innate capacity,” “real intelligence,” “intelligence per se”—to use their
own words. The problems of behavioral measurement are confused with the metaphysical
and moral issue of the intrinsic worth of the individual. A sanctity and honorific valuation
are often unconsciously attributed to “intelligence,” as evinced, for instance, in one
critic’s objection that the general factor, or g, common to a large variety of cognitive tests
is “anything deserving of the name ‘general intelligence’” (italics added).

3. Critics give no empirical basis for their criticisms of tests, test items, or the uses
of tests. They often attempt to refute empirical findings by logical or semantic analysis of
test items rather than by pointing to any empirical counterevidence. Critics claim, for



example, that a particular item in, say, the Comprehension subtest of the Wechsler, is
biased against blacks; but it never seems to occur to them to cite any statistical evidence
that the item singled out for this criticism is in fact relatively harder for blacks than other
test items. Because of this nonempirical and nonresearch stance of the typical critic, the
reader never sees, and indeed is never made aware of, the kinds of technical and statistical
information that one would need to assess the merits of the critics’ claims. The almost
total lack of such essential information in most critical writings on tests leads one to
suspect that the most valid and constructive criticism of tests are scarcely to be found in
this literature.

4, Critics fail to suggest alternatives to tests—or ways of improving mental
measurement—or to come to grips with the problems of educational and personnel selec-
tion or the diagnosis of problems in school learning. In defense of tests, John Gardner
(1961) argues:

Anyone attacking the usefulness of tests must suggest workable alternatives. It has
been proven over and over again that the alternative methods of evaluating ability
are subject to gross errors and capable of producing grave injustices. Judgments,
evaluations, predictions, and selections will be made, regardless. The only real
question is whether we can make them more objective, more valid, and more fair in
their use. To this end so far no one has proposed any method better than objective
tests of abilities, aptitudes, skills, and achievements. Tests permit a more exact
knowledge, examination, and quality control of the processes of assessment, predic-
tion, and selection.

Those who insist that 1Q tests do not measure “intelligence” imply, whether they
realize it or not, that they must know what intelligence is and how to measure it satisfac-
torily. But they never put forth the definition or the means of measurement that remains
implicit in their arguments. Some anti-1Q critics, however, seem to favor tests of “creativ-
ity,” often with the tacit supposition that persons who would score low on IQ tests are
compensated with creativity and those with high 1Qs are apt to be lacking in creativity.
(For a time in the 1960s there was a boom in “creativity” tests.) The apparent justice in
this theory of the compensatory allocation of talents is unfortunately not supported by the
evidence.

5. Critics hardly ever mention the nonverbal and nonscholastic types of mental
tests. They inculcate the notion that all intelligence tests simply tap word knowledge,
bookish information, and use of “good English.” This is exemplified by one critic who
writes:

[Cjhildren who have not had the opportunity to read widely, or to acquire verbal
facility, must always be at a grave disadvantage. Indeed, it is no exaggeration to say
that the differences between social classes is most easily to be discerned in dif-
ferences of expression, vocabulary, and sentence construction. The most common
grammatical “errors,” in the formal sense, are precisely those forms of speech
which are generally current in local dialect. In short, it would be difficult to find a
more effective method of differentiating children, according to social environment,
than the standard verbal intelligence test.  (Simon, 1971, pp. 63-64)



6. Finally, criticisms are imbued with a sense of outrage at purported social injus-
tices either caused or reinforced by tests. The sentiment is expressed also as antipathy for
the measurement or the scientific study of human traits, for comparisons of persons or
groups, or for judgments concerning the relative importance of various traits and abilities
from the standpoint of society.

Sources of Antitest Sentiment

A number of psychologists have tried independently to find out who among the
general public opposes tests. The question was studied systematically through public
opinion surveys conducted by the Russell Sage Foundation in the early 1960s and sum-
marized by Brim (1965).

A representative national sample of Americans over 18 were asked the following
questions:

Given tests as they are now, do you think it is fair (that is, just) to use intelligence
tests to help make the following decisions?

A. To decide who can go to certain colleges

B. To put children into special classes in school

C. To decide who should be hired for a job

D. To decide who should be promoted

The percentages who opposed these listed uses of tests were (A) 41 percent, (B) 25
percent, (C) 37 percent, (D) 50 percent. In another survey of 10,000 high school students
in a national sample of sixty secondary schools, the following percentages of opposition
were found: (A) 54 percent, (B) 50 percent, (C) 53 percent, (D) 62 percent. The younger
group, though probably having had more experience with tests, was the more opposed.

Antitesting sentiment expressed in the survey generally involved the issues of inac-
cessibility of test data (people generally wished that they had been better informed of their
own test results or of their children’s), invasion of privacy (who keeps the test results?
who has access to one’s scores?), rigidity in use of test scores (used too early, determines
life chances, does not allow for future change), types of talent selected by tests (denies
opportunity to person with different but valuable talents), and fairness of tests to minority
groups (screens out from opportunities for advancement persons from culturally deprived
backgrounds).

An interesting fact noted by Brim was that lower-social-class blacks have a more
favorable attitude than whites or higher-social-class blacks toward the use of tests for job
selection and promotion. Brim explains this finding-

Those of culturally deprived backgrounds are frequently members of minority
groups against which society discriminates. Minority groups, as such, should be
favorably inclined toward the use of ability tests, since tests constitute a universal
standard of competence and potential. When tests are substituted for discriminatory
methods of educational placement and discriminatory methods of job selection and
promotion, they increase the opportunities of minority group members because they
measure ability rather than social status. Tests therefore should be viewed with
favor by this segment of the culturally deprived. (Brim, 1965, p. 127)

Brim considers the personal and social characteritstics of antitest critics and suggests
that their objections are often merely superficial expressions of more fundamental at-



titudes involving the individual’s personality characteristics, his general system of values,
his personal experience with intelligence tests (‘ antagonism is bred in the loss of self-
esteem a person may have suffered as a result of poor performance”), and opposition due
to any restriction on one’s life opportunities that might have been associated with poor
performance on tests.

As for the personality traits associated with antitest sentiments, Brim mentions
hostility to any self-examination, introspection, or self-understanding.

As for the influence of one’s values about how society is to be organized, Brim
distinguishes three main philosophies: egalitarianism, inherited aristocracy, and open
competition. Egalitarians generally scorn ability tests, as they are based on the assumption
that there are important individual differences that can be measured; all persons are
regarded by egalitarians as inherently equal, and the observed differences should be
minimized by equalizing opportunities or by differential treatment. The aristocratic social
order, based on family inheritance of wealth, privilege, and status, is challenged by a
system of competition and selection based on tests that reflect genetically inherited
abilities more than social status and thereby permit a greater educational and occupational
mobility according to an individual’s ability rather than to his social background. The
open competition or meritocratic philosophy holds that society as a whole, as well as the
individual, will benefit most by maximizing the discovery, development, and utilization
of the society’s most important natural resource—human talents; these can be most reli-
ably discovered by tests. These views are here expressed in overly stark and simple terms
only to emphasize their differences.

Brim’s survey found that high school students are more “egalitarian” and adults
more *“aristocratic.” More high school students than adults believe that there is no
difference in intelligence among social groups and that everyone should go to college.
Persons holding the egalitarian view most often said that intelligence tests are unfair.

Wounded self-esteem turned out to be relatively unimportant. Only about 60 percent
of the high school respondents said that they had never received information about their
own IQ scores, and, of those who did, 24 percent reported that the test information raised
their estimate of their intelligence, 16 percent made no change, and 7 percent lowered
their self-estimate. Brim suggests that the preponderance of raised estimates may be due to
selective use of information to protect one’s self-esteem. Those with lower scores than
expected or hoped for forget them or explain them away. There is a trend for person’s
self-estimates of their intelligence to increase with age, and only a very small percentage
see themselves as below average (e.g., only 8 percent of the high school pupils), although
of course half the population scores below average. Another probable reason that people
gradually raise their estimates of their intelligence is the fact, revealed in the survey, that
the public thinks of intelligence more as knowledge and wisdom, which increase through-
out life. Adults probably also have a narrower range of interpersonal contacts in which
ability differences would be as salient as those to which they were exposed as high school
students, and it becomes easier to avoid unfavorable self-comparisons. Studying hard in
high school algebra and getting a grade of only D or F while some other pupils get A or B
grades with little effort leaves a sharper impression on one’s self-estimate than comparing
oneself with Einstein. People understandably tend to move out of situations that too
repeatedly highlight comparisons unfavorable to their self-esteem, and, when tests have
contributed to such situations, though the scores may be forgotten, Brim speculates, “the



residue of displeasure may well remain and be directed in general ways into resentment
against tests. ”

Tests and testing, of course, would not arouse strong reactions if people did not
perceive tests or what they supposedly measure as being in some way important. As
Goslin (1968, p. 851) has pointed out, “the high cultural value placed on intellectual
abilities in our society also makes any instrument which purports to measure general
intellectual abilities a source of fascination. ... Intelligence and aptitude tests are im-
plicitly assumed to measure a relatively deep and enduring quality. [They] therefore
generate anxiety in people tested. ” It is noteworthy that, although a majority of the high
schoolers in Brim’s study were generally opposed to the use of tests, two-thirds of them
said they believed that 1Q test scores are accurate measures of intelligence, and only
one-fifth thought them inaccurate. Their high valuation of intelligence is shown by the fact
that, out of a long list of desirable attributes, the respondents rated intelligence as second
only to good health in importance.

People s perception of the obvious and important differences between persons who
stand at the opposite extremes of the intelligence distribution, from the mentally deficient
to the gifted, lends credence to the significance of the trait, and any measure, such as the
1Q test, that so clearly discriminates between the extremes most likely discriminates the
intermediate gradations as well. This perception may offend one’s sense of justice and stir
one’s sympathy for the underdog. Nearly everyone perceives the threshold property of
intelligence, that there is some threshold of ability below which one’s chances of success
toward some desired goal are practically nil. On the above-average side of the intelligence
distribution, such thresholds, though recognized to exist, seem tolerable. If one does not
have what it takes to be an Einstein, perhaps one can be a successful high school or college
physics teacher. But as the threshold moves further toward the bottom of the scale, the
options appear less and less attractive, until finally a point is reached that is almost
universally perceived as a grave misfortune in its implications. It is not surprising that the
possession of good intelligence was rated second only to good health by the respondents in
Brim’s public opinion survey. But people have qualms about giving too explicit recogni-
tion to these perceived differences and their threshold implications, which tests and
measurements make starkly explicit.

One critic of tests pointed out that “‘many of those who worry about the proper
definition of 1Q do so chiefly because they think it is becoming the central criterion for
distributing the good things of life. People care about 1Q because they regard it as the
basis on which society’s rewards and punishments are allocated; they believe that America
is becoming a society in which status and power are now, and will increasingly be a
function of brains” (Cohen, 1972, p. 54).

A large part of the public’s receptivity to the critics of tests is probably based on
misconceptions and a lack of understanding of the nature of tests and the traits and
performances that they are intended to measure. People often equate intelligence with
knowledge or experience, and so, of course, it is easy to believe that tests reflect only the
rather superficial differences in what particular things people have learned, by choice or
necessity. It is also easy, then, to believe that it should be a simple matter to raise one’s I1Q
just by acquiring the “right” kinds of knowledge.

The importance of motivation and industiy are probably greatly overrated, as com-
pared with capacity, by most persons. There is solace in the belief that success may
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depend more on one’s self-willed efforts than on an inborn capacity over which one has
little or no control. Thus, genius is defined as an unusual capacity for hard work or is
claimed to be one-tenth inspiration and nine-tenths perspiration. Clark Hull (1928; re-
printed in Wiseman, 1967, p. 90) explained this one-sided emphasis: “When a person is
striving to achieve something, whatever special capacity he may have takes care of itself.
The capacity requires no thought on the part of the striving individual. His attention is
absorbed, instead, by the effort he is putting forth. When, therefore, a successful person is
asked the secret of his success, he naturally finds little in his memory of the period
preceding his success, except the effort.” Sociologist Robert Gordon (1974) has noted:
“Individuals awaken each morning with the same 1Q, but often with widely different
fluctuations in motivation toward school or work. Consequently, we experience consider-
able intra-individual variation in motivation, but no intra-individual variation in 1Q, so
that it appears to many of us that motivation far outweighs intellectual ability in human
affairs.” Gordon further notes that “the situational dimension is more hopeless still in
these respects because it is totally unbounded. It is easier for one to imagine situations
affecting 1Q or achievement that would plausibly account for an observed difference
without being aware that those situations never occur in the real world, or occur so very
rarely as to make their explanatory power nil for a frequently observed phenomenon.”
Gordon mentions the well-known Coleman report as an example: “In sampling the exist-
ing universe of situations known as ‘schools’ it was found that within that range the
quality of facilities and the money expended per pupil had little or no effect on student
achievement. This outcome was the contrary even of Coleman’s own intuitive predic-
tions.”

A not trivial objection to tests has been attributed to the “bluff factor,” as explained
by Goslin (1966, p. 124): “A test is a means whereby we are forced to lay bare our
weakness as well as our strengths, with the choice of subject matter left to the tester.
Imagine a poker game in which all the bluffs were called, and the winner determined
purely on the basis of the cards held. A test is a means of calling our bluffs, either in the
classroom or the outside world, and since we all bluff occasionally, tests can present a
threat to our winning.”

Thus anxiety about one’s own status, or the importance of the traits measured by
tests, or sympathy for the less fortunate, may prompt the acceptance of criticisms of tests
without evidence, criticisms that may seem quite plausible in terms of one’s own personal
experiences. Yet there is now much objective evidence relevant to most of the criticisms
and beliefs about mental tests listed in this chapter. We shall examine this evidence in later
chapters.

SUMMARY

Mental testing has long been the subject of much public criticism and controversy,
which have intensified in recent years. The chief criticisms directed against “1Q tests” are
that they are culturally biased against minorities; that the test items appear schoolish, defec-
tive, or trivial; that psychologists cannot define intelligence and therefore cannot measure it;
that the tests measure nothing but the ability to do well on similar tests; that the tests fail to
measure innate capacity; that the norms are unsuitable for minorities; that the 1Q is a mea-



sure only of specific knowledge and skills acquired in school or a cultured home; that the 1Q
is inconstant from early childhood to maturity; that test scores are lowered when the
tester is of a different race; and that tests and test results have been misused.

The criticism of testing in the popular media, and much of it, even in textbooks, is
largely emotional, ad hoc, often self-contradictory, and wholly lacking in consideration of
the types of psychometric information needed for a proper evaluation either of the tests or
of the broadsides directed against them. Although this type of popular fulmination against
mental tests is undoubtedly of interest as a sociological phenomenon in its own right, it is
of interest from a technical psychometric standpoint only as a possible source of research-
able hypotheses. But, in this process of proper technical examination and analysis of the
key issues in mental testing, the issues of most crucial importance from the standpoint of
psychometrics necessarily become so transformed as to be scarcely appreciated by the
popular critics of tests.

Psychological tests and the theories underlying them are surely not exempt from
criticism. Yet, if tests as such are to be subjected to real critical scrutiny, it will have to
come from psychometric and statistical analysis coupled with psychological theory. The
verbal fulmination type of criticism carries no weight scientifically, although as prop-
aganda its effects in the public sphere are undoubtedly considerable. Antitest propaganda
has been energetically promoted by various political action organizations, most notably
the National Education Association and the Association of Black Psychologists.

Certain ideological positions, particularly Marxism, are interpreted by some expo-
nents as justifying opposition to mental tests. But much of the general public’s uneasy
feeling or even hostility toward tests probably comes about more from idiosyncratic
personal factors involving threats to self-esteem, fear of self-examination, invasion of
privacy, sympathy for the underdog, lack of knowledge about how tests work, and real or
imagined abuses of test results, than from any consistent ideological position. Underlying
all this, fundamentally, is the intuitive realization of most people that there are, in fact,
individual differences in mental ability that have far-reaching and crucial implications
educationally, occupationally, and socially. Any instrument purporting to “measure”
such a highly valued human trait as intelligence is naturally viewed askance by the layman
and, in the case of 1Q, even by a good many professional psychologists.

NOTES

. Analysis of item data from more than 1,000 WISC test protocols (60 percent white and
40 percent black) obtained in Georgia by R. T. Osborne shows that, for children from 5 to
11 years of age, when the 161 items of the WISC are ranked for difficulty (from the easiest
item = 1to the most difficult = 161) within each racial group, the rank order of difficulty
for this item (i.e., WISC Picture Completion Item No. 1—a comb with some teeth
missing) is 10 for whites and 8 for blacks. In other words, this item, relative to the other
160 items of the WISC, is in fact slightly easier for the blacks than for the whites.

. Humphrey’s rebuttal, which well summarizes the position of the APA committee’s
report, states:



NOTES 25

The authors of the report also believe that test scores properly interpreted are useful.
We do not and cannot support a moratorium on testing in the schools. Furthermore,
many useful interpretations of test scores can be made without appreciable loss of
accuracy in the absence of information about race, ethnic origin, or social class of
the examinee. Whether demographic membership is needed is an empirical matter
and not one decided on the basis of ideology. (Humphreys, 1975, p. 95)






Chapter 2

Tests on Trial

In recent years, court actions and legislation have been directed at the uses of
psychological tests in schools and industry. These actions have highlighted some of the
main criticms involving the uses and abuses of tests. Often they have resulted in important
legal decisions that drastically affect testing practices. Thus they command our attention.

Most of the legal actions directed against tests concern their uses for specific
purposes and the alleged injustices, usually to minority groups, incurred by these uses.
Aspects of the tests themselves are often a crucial part of the argument. Each of the cases |
shall mention was chosen either because of its landmark significance for psychological
testing or because it exemplifies a class of cases and issues that are important precedents
for future actions.

Uses of Tests in Schools

The first court decision in which mental tests figured prominently is the now famous
case of HOBSON v. HANSEN.1 which resulted in abolishing the track system in the
Washington, D.C., schools in 1967. The action was initiated by Julius W. Hobson, on
behalf of his two children attending school in the District of Columbia, against Superin-
tendent of Schools Carl F. Hansen and the Board of Education. The District of Columbia
schools had three tracks in the elementary and junior high schools and four in the senior
high. The tracking system or ability grouping in the predominantly black schools of
Washington, D.C., instituted in 1956 after the official racial desegregation of the schools,
resulted in a high degree of racial segregation within schools, with whites mostly in the
higher tracks and blacks in the lower. The defendants claimed that ability grouping was
intended to provide differential educational opportunities to children with widely ranging
ability levels most suitable to their individual abilities and needs. It was argued that the
resulting racial imbalances in the upper and lower tracks was an “innocent and unavoid-
able coincidence” of ability grouping and not evidence of racial discrimination per se. In
his decision, Circuit Judge J. Skelly Wright stated that “there is no escaping the fact that
the track system was specifically a response to problems created by the sudden commingl-
ing after racial desegregation of the schools in 1955 of numerous educationally retarded
Negro students with the better educated white students. ” The plaintiffs contended that the
tracking system was discriminatory along racial and socioeconomic lines rather than in
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terms of capacity to learn and that it resulted in unequal educational opportunity and
subsequent life-long economic disadvantage. The decision of the court handed down by
Judge Wright outlawed the tracking system of the District of Columbia as “irrational and
thus unconstitutionally discriminatory.” Judge Wright’s decision stated:

The track system simply must be abolished. In practice, if not in concept, it dis-
criminates against the disadvantaged child, particularly the Negro. Designed in
1955 as a means of protecting the school system against the ill effects of integrating
with white children the Negro victims of de jure separate but unequal education, it
has survived to stigmatize the disadvantaged child of whatever race relegated to its
lower tracks from which tracks the possibility of switching upward, because of the
absence of compensatory education, is remote. Even in concept the track system is
undemocratic and discriminatory.

We shall not be concerned at this point with the pros and cons of ability grouping in
general or of the District of Columbia’s tracking system in particular, but with mental
testing as it figured in the court s decision. It was the first legal decision in which explicit
criticism of standardized ability tests played a central role. Judge Wright stated: “The
court does accept the general proposition that tests are but one factor in programming
students; but it also finds that testing looms as a most important consideration in making
track assignments.”

Ability grouping relied heavily on achievement and aptitude test scores, including
1Qs. The plaintiffs contended that (1) “tests were not given often enough, with the result
that a few test scores have an enormous influence on a child's academic career,” and (2)
“the tests which were used, and which are of such critical importance to the child, are
wholly inappropriate for making predictions about the academic potential of disadvan-
taged Negro children, the tests being inherently inaccurate insofar as the majority of
District schoolchildren are concerned” (italics added). Both these conditions, it was
claimed, lead to artificial and erroneous separation of students according to status, and
result in the undereducation of the poor and the Negro.” The defendants disputed these
points.

Judge Wright’s decision is devoted to a discussion of tests and their application in
terms of the key factors affecting his decision. He distinguished between achievement
tests and scholastic aptitude tests. But, because the use of achievement tests was not
seriously questioned by the plaintiffs, the discussion focused on aptitude or 1Q tests.

The skills measured by scholastic aptitude tests are verbal. More precisely, an
aptitude test is essentially a test of the student’s command of standard English and
grammar. The emphasis on these skills is due to the nature of the academic cur-
riculum, which is highly verbal; without such skills a student cannot be successful.
Therefore, by measuring the student’s present verbal ability the test makes it possi-
ble to estimate the student’s likelihood of success in the future.

Whether a test is verbal or nonverbal, the skills being measured are not innate
or inherited traits. They are learned, acquired through experience. It used to be the
prevailing theory that aptitude tests—or 4intelligence’ tests as they are often
called, although the term is obviously misleading—do measure some stable, pre-
determined intellectual process that can be isolated and called intelligence. Today,



modem experts in educational testing and psychology have rejected this concept as
false. Indeed, the best that can be said about intelligence insofar as testing is
concerned is that it is whatever the test measures.

In plain words, this means that aptitude tests can only test a student’s present
level of learning in certain skills and from that infer his capability to learn further.

Of utmost importance is the fact that, to demonstrate the ability to learn, a
student must have had the opportunity to learn those skills relied upon for predic-
tion. In other words, an aptitude test is necessarily measuring a student’s back-
ground, his environment.

Judge Wright goes on to describe the causes of low test scores besides innate
limitations. He mentions lack of opportunity to acquire and develop the verbal and
nonverbal skills needed to score well on tests and the pupil’s emotional or psychological
condition when he takes the test, such as a lack of motivation, anxiety, low self-esteem, or
racial self-consciousness, which could lower test performance. Judge Wright states:
“When standard aptitude tests are given to low income Negro children, or disadvantaged
children . . . the tests are less precise and accurate—so much so that the test scores become
practically meaningless. ” He mentions that the tests used in the District of Columbia were
based on national norms and standardization and that the use of local norms would be an
unsatisfactory solution because the “test questions are highly inappropriate to the back-
ground of the disadvantaged child.”

“Consequently, the court finds that for a majority of District School children there
is a substantial risk of being wrongly labeled as having abnormal intelligence, a label that
cannot effectively be removed simply by interpreting aptitude test scores” [in light of the
student’s background].

Other objections to testing were that low test scores may cause teachers to undere-
stimate pupils’ capabilities; may increase the danger of the self-fulfilling prophecy,
whereby a student may confirm his low aptitude test score by achieving at a corre-
spondingly low level; may foster a competitive atmosphere in the pursuit of education, to
the disadvantage of blacks; and may consign students to specially designated curricula,
thereby making a student’s status within the educational structure highly visible and
reinforcing the undesirable psychological impact of being judged of low ability.

Several key points regarding the tests in this decision should be especially noted: (1)
great emphasis is placed on the most superficial aspects of verbal tests of aptitude, such as
“standard English and grammar”; (2) aptitude as measured by tests is repeatedly repre-
sented as consisting of specific knowledge and skills that can be taught and learned, and
(3) the validity of the tests and their use is seen as hinging entirely on the question of the
extent to which they measure innate ability. The last point seems crucial in the judge s
decision:

[Regarding the accuracy of aptitude test measurements, the court makes the follow-
ing findings. First, there is substantial evidence that the defendants presently lack
the techniques and the facilities for ascertaining the innate learning abilities of a
majority of District school children. Second, lacking these techniques and facilities,
defendants cannot justify the placement and retention of these children in lower
tracks on the supposition that they could do no better, given the opportunity to do
s0.



A legal scholar (Goodman, 1972, pp. 434-435) commenting on this aspect of Judge
Wright’s decision states:

The difficulty in extending Judge Wright’s approach lies in this initial premise. Few
educators are so naive as to suppose that an 1Q or scholastic aptitude test reveals a
child’s inborn potential. Most realize that the attribute measured by such tests is the
joint product of endowment and experience, that the verbal and conceptual skills
demanded are acquired skills, and that children of minority and lower class back-
ground are at a disadvantage in obtaining them. But it by no means follows that such
tests are an arbitrary or inappropriate basis upon which to classify students for
purposes of educational grouping. Whatever may have been true in the District of
Columbia, the declared purpose of homogeneous grouping in most school systems
is not to pigeonhole the student on the basis of genetic potential, but to provide him
an education better adapted to his present level of proficiency and better designed to
meet his immediate learning problems than the standard fare he would receive in a
heterogeneous classroom. So long as the aptitude or intelligence test accurately
identifies those students who are not likely to do well in a heterogeneous classroom
(and therefore stand to gain from a more specialized treatment), it accomplishes its
purpose.

The Case of DIANA et al. v. STATE BOARD OF EDUCATION2 in California
in 1970 highlights the problems in testing immigrant or bilingual children and also sets
the stage for further legal actions to restrict the use of tests in California schools. Diana
was a class action suit on behalf of all bilingual Mexican-American children placed
in classes for the educable mentally retarded (EMR) or who will be given an IQ test.
Important in the background of this case was the fact that in California, at the time,
about 3 percent of Mexican-American children were placed in EMR classes, as com-
pared with only half that percentage of “Anglo” children. Assignment to EMR classes
was based mainly on scores on individual 1Q tests (Wechsler or Stanford-Binet),
usually administered by testers who could not speak Spanish, which is either the only
language or the predominant language used in the homes of many Mexican-American
children. The principal plaintiffs were nine Mexican-American school children and
their parents, who were primarily farm workers. The average 1Q of the children when
tested in English was 63.5, with a range from 30 to 72. (An IQ of 75 was the cutoff
for placement in EMR classes.) When retested in Spanish, the children’s 1Qs rose
an average of 15 points, so that seven of the nine were above the EMR cutoff. One
8-year-old child, Diana, who had originally obtained a Stanford-Binet IQ of 30 when
tested in English, scored 49 points higher on a Spanish version of the test. All these
children’s nonverbal performance 1Qs on the Wechsler Intelligence Scale for Children
was above the EMR cutoff of 1Q 75.

The plaintiffs in Diana contended, therefore, that the children were not retarded
but were merely tested in the wrong language, because they spoke, predominantly
Spanish. They claimed that the children’s 1Qs bore little relationship to their actual’
learning capacities and that placement in EMR classes denied their right to equal
educational opportunity and was socially and academically damaging. The assessment
procedures for placement in special classes, particularly the standard 1Q tests, were



declared inappropriate and unfairly discriminatory to Mexican-Americans. A study
was cited claiming that retesting of Spanish-speaking children in EMR classes in their
own language resulted in the reassignment to regular classes in nearly 90 percent of the
cases.

The case of Diana was finally settled out of court, with the defendant (State
Board of Education) agreeing to a number of stipulations:

1. All bilingual children must be tested in their primary language and in English.

2. Unfair verbal items such as vocabulary and general information may not be used,
but pupils may be tested on the nonverbal or performance parts of standard tests.

3. Bilingual children presently enrolled in EMR classes must be retested in their
primary language on nonverbal tests.

4. State psychologists are to develop an IQ test that reflects Mexican-American
culture and obtain norms solely on a sample of Mexican-American children.

5. Any school district with a significant racial-ethnic disparity in regular and spe-
cial classes must submit an explanation for the disparity.

The last point was undoubtedly the most important for future court cases involving
testing in California. The notion that the percentages of every racial or ethnic group
assigned to special classes should be the same as the percentages of these groups in the
total school population of the district is based on the assumption that the same distribution
of intelligence or scholastic aptitude is the same across all racial, ethnic, and
socioeconomic groups and that such equal distributions pertain in every school district in
the state. Some 300 school districts in the state, it turned out, had significant disparities
between racial-ethnic groups in EMR classes. “ Significant disparity” had been defined
by the State Education Code as 15 percent or more. The State Board of Education was
later cited for contempt of court for not equalizing these disparities except by definition
(i.e., 15 percent). The plaintiff’s lawyers would not accept 15 percent or even 2 percent as
the criterion for disparity. Partly as a result of this action the number of children in EMR
classes throughout California was decreased by 40 percent. The State Board of Education
contended that of this 40 percent excluded from special classes at least half were not
getting the necessary additional help to get along in regular classes.

An important aspect of the Diana case, as in most of the others, is the contention
that placement of children in special classes on whatever basis of assessment is in effect a
form of labeling, which carries a stigma. Legally, to claim “stigma,” it must be demon-
strated that children have been substantially harmed by the claimed “stigma” and that the
harm is above and beyond that which naturally results from being a person who legitimately
falls into the category represented by the classification. Thus this issue of stigma takes
on legal importance when the methods of assessment used to determine educational
classification are called into question. Contention that a standard test is invalid for a
certain class of children is therefore a basis for claiming that such children, if education-
ally classified by such tests, have been deprived of their rights to a proper education. This
has been legally interpreted as a violation of the “due process’ and equal protection
clauses of the Fourteenth Amendment to the Constitution of the United States.

STEWART et al. v. PHILLIPS and MASSACHUSETTS BOARD OF EDUCATION3
was an action brought against the school system by parents in Boston. Like Diana, it
involved the classification of children as mentally retarded and their placement in special



classes on the basis of 1Q tests. (The state of Massachusetts uses a cutoff of 1Q 79.)
Plaintiffs charged that an 1Q of less than 80 is an inadequate basis for placement in special
education classes and that the tests are unfair and biased against Negro children, thereby
denying their right to equal protection of the laws in violation of the Fourteenth Amend-
ment. They stipulated several conditions for placement in special classes, such as testing
by a qualified psychologist and the appointment of a commission to specify a battery of
tests from which the psychologist can select the most appropriate for a given case, with the
proviso that no child be placed in a special class solely on the basis of test scores.

In 1972 a bill (AB 438) was introduced in the California state legislature to abolish
statewide testing of 1Q or scholastic aptitude and prohibit the use of any group tests of
aptitude in the schools. However, the bill permitted individual testing by a qualified
psychologist to determine a pupil’s eligibility for special education classes. Although the
bill has been passed by the legislature on two occasions, it was vetoed both times by
California s governor. California has since elected a new governor, and, with impetus
from the black and Chicano communities, the antitesting bill has come before the legisla-
ture once again. A central argument in this bill is the self-fulfilling prophecy that test
scores may influence the teacher’s expectancy for a child, which in the case of a low-
scoring child may hinder the future development of his intellectual potential.

LARRY P. et al. v. WILSON RILES, Superintendent of Public Instruction for the
State of California,4 is probably the most crucial legal action to date with regard to school
testing. Its result so far has been to outlaw the administration of 1Q tests to all black
children in California schools. The plaintiffs in this class action suit were the parents of
seven black children who had been placed in EMR classes largely on the basis of scoring
below 1Q 75 on standard individual 1Q tests. The children were retested by three members
of the Association of Black Psychologists that had previously presented a demand to the
San Francisco School Board for a moratorium on the IQ testing of black children. The
court’s decision noted:

They [the plaintiffs] claim that they are not mentally retarded and that they have
been placed in EMR classes on the basis of tests which are biased against the culture
and experience of black children as a class, in violation of their fourteenth amend-
ment rights. In fact, plaintiffs have presented evidence, in the form of affidavits
from certain black psychologists, that when they were given the same 1Q tests but
with special attempts by the psychologists to establish rapport with the test-takers,
to overcome plaintffs defeatism and easy distraction, to reword items in terms more
consistent with plaintiffs’ cultural background, and to give credit for non-standard
answers which nevertheless showed an intelligent approach to problems in the
context of that background, plaintiffs scored significantly above the cutting-off
point of 75.4

One of the black psychologist’s reports presented as an affidavit to the court indi-
cated that some vocabulary and verbal comprehension items in the test (Wechsler Intelli-
gence Scale for Children) were changed to be more suitable to the child’s background
(e.g., changing “’criminal” to “crook” and “cushion” to “pillow” ). The child scored an
1Q of “91 to 94” as compared with the score of 70 obtained when the same test was
administered by one of the school system’s psychologists. There was no attempt to show
that the vocabulary substitutions were in fact culturally more appropriate rather than being



merely easier words on which all children, not just blacks, would score higher. Another
test report affidavit, that on Larry P., gave Verbal, Performance, and Full Scale 1Qs each
of 100, in contrast to the 1Qs of 71, 85, and 75, respectively, previously obtained by the
school psychologist. It is not clear if the test was administered in the standard way, but it
is clear from the report that the conversion of the total verbal score to an IQ was done
incorrectly,5 spuriously adding 10 points to the Verbal 1Q and 6 points to the Full Scale
1Q. Under conditions of unspecified nonstandard administration and scoring of the tests
and erroneous calculation of the 1Q, almost any resulting 1Q should not be surprising. The
defendants did not challenge these results or raise the crucial question of whether the
validity of the higher 1Qs obtained under these nonstandard testing conditions is enhanced
or reduced.

The self-fulfilling prophecy, or teacher expectation notion, and the “Pygmalion in
the Classroom” study by Rosenthal and Jacobson (1968), which purported to substantiate
the expectancy hypothesis, were among the arguments put forth by the plaintiffs. These
arguments were unchallenged by the defendants, although the well-known technical
critiques that thoroughly discredited the study (Thorndike, 1968; Snow, 1969; Elashoff &
Snow, 1971) had already been published, as had journal reports of nine independent
attempts to replicate the results, all without success.

The claim was made by plaintiffs that 1Q tests are culturally biased for blacks,
without reference to any evidence other than restatements of this position by the plaintiffs’
expert witnesses, one of whom, for example, stated:

1Q tests now being used by psychologists are, to a large extent, Anglocentric. They
tend to measure the extent to which an individual’s background is similar to that of
the cultural configuration of Anglo, middle-class society and are not valid, as
normed, for Mexican-American and Black populations.

The defendants acquiesced to the charge of test bias, offering the defense that “the
tests, although racially biased, are rationally related to the purpose for which they are used
because they are the best means of classification currently available.”

The court accepted as prima facie evidence for test bias the plaintffs’ statistics
indicating that blacks comprise 9.1 percent of all school children in California but 27.5
percent of all school children in EMR classes, admission into which requires (among other
things) a score below 1Q 75 on an individually administered intelligence test. These
undisputed statistics were claimed to support the charge of racially biased tests on the
assumption that scholastic aptitude is equally distributed in all races, an assumption that
went unchallenged. The presiding judge, Robert F. Peckham, therefore ruled that the
burden of proof was on the defendants that the use of 1Q tests was justified in placing
black children in special classes. A key part of Judge Peckham’s court order states:

The ... assumption in the instant case would be that there exists a random distribu-
tion among all races of the qualifications necessary to participate in regular as
opposed to EMR classes. Since it does not seem to be disputed that the qualification
for placement in regular classes is the innate ability to learn at the pace at which
those classes proceed . .. , such a random distribution can be expected if there is in
turn a random distribution of these learning abilities among members of all races.
Defendants herein have not embraced anv notion that inherited differences in
intelligence exist among the races. They have suggested that since black people tend



to be poor, and poor pregnant women tend to suffer from inadequate nutrition, it is
possible that the brain development of many black children has been retarded by
their mothers’ poor diet during pregnancy. No affidavits have been presented to this
Court substantiating this conclusion, however, or even explaining the alleged con-
nection between the eating habits of pregnant mothers and the intelligence of their
offspring. Since the Court cannot take judicial notice of such matters, there can be
no basis for assuming otherwise than that the ability to learn is randomly spread
about the population. And hence another reason exists for shifting the burden of
proof to defendants... to justify the use of intelligence testing.

In conclusion the court ordered that “no black student may be placed in an EMR
class on the basis of criteria which rely primarily on the results of 1Q tests as they are
currently administered, if the consequence of use of such criteria is racial imbalance in the
composition of EMR classes.” On October 16, 1979, Judge Peckham, then presiding
over the U.S. District Court, ruled as unconstitutional the use of standardized IQ tests that
result in placement of “grossly disproportionate” numbers of California black children in
classes for the mentally retarded.

Prior to this ruling, school systems in a number of cities, including New York,
Chicago, Los Angeles, and Houston, had already curtailed or eliminated the use of
standardized tests of academic aptitude and achievement and were seeking other means of
assessment to replace them (usually by “criterion-referenced” as opposed to “norm-
referenced” tests; see index and glossary).

Another federal law with important implications for educational testing is the pri-
vacy provision of the Education Amendments of 1974, known as the “Family Educational
Rights and Privacy Act” (PL93-380). This act opens all pupil records, including all test
scores as well as evaluations by school personnel, to parents and to students over 18 years
of age. It also permits the challenging of such records. Students’ cumulative records,
which often follow them through their entire school careers, have been charged with
abuses such as information leaking, labeling, subjective comments, and discrimination,
which gave impetus to this legislation. Educators opposed to the legislation hold that it
will discourage teachers and counselors from making honest evaluations of pupils. A
possible consequence could be that colleges and universities in screening applicants would
be forced to rely even more on entrance examination test scores in place of the school’s
evaluations. The act also provides that educational researchers must make available for
inspection by parents of children engaged in any research project any materials used in the
research.

Testing for Personnel Selection and Promotion

Some 15 to 20 percent of the approximately 70,000 complaints filed annually with
the Equal Employment Opportunity Commission involve alleged unfair discrimination by
unfair testing (Ash & Kroeker, 1975, p. 486).

A pivotal court case in this field is GRIGGS et al. v. DUKE POWER CO.6 Willie
Griggs and twelve other black laborers at the Dan River Steam Station of the Duke Power
Company in Draper, North Carolina brought a suit against Duke Power, charging dis-
crimination against blacks. The power station had classified employees as laborers
(sweeping and cleaning), coal handlers (shoveling coal), operators, maintenance workers,



and laboratory workers. Hiring-in or promotion from one level to another was based on
educational credentials and scores on certain tests. Fourteen of the ninety-five employees
at the power station were black, and all but one of the fourteen were laborers. The next
highest position of coal handler was open to any employee, provided he had a high school
diploma and obtained “passing” scores on a general intelligence test (Wonderlic Per-
sonnel Test) and a mechanical aptitude test (Bennett Mechanical Comprehension Test).
The case went all the way to the U.S. Supreme Court, whose decision focused on the
general intelligence test that had rendered “ineligible a markedly disproportionate
number of Negroes.’” Although the disproportionate number of whites and blacks qualify-
ing for better jobs under the selection procedures was considered primafacie evidence of
racial discrimination, the main thrust of the Supreme Court’s decision in favor of Griggs et
al. concerned the relevance and validity of the selection procedures. The court observed
that “what is required by Congress [in Title VII of the Civil Rights Act of 1964, which
prohibits racial discrimination by employers, agencies, and unions] is the removal of
artificial, arbitrary, and unnecessary barriers to employment when the barriers operate
invidiously to discriminate on the basis of racial or other impermissible classification.”
The court ruled that when the plaintiff can show racially disproportionate conse-
quences of the selection procedures “Congress has placed on the employer the burden of
showing that any given requirement must have a manifest relationship to the employment
in question ” (italics added). The Duke Power Company argued that they believed that the
diploma and test requirements “would improve the overall quality of the work force” and
that they were not adopted to exclude blacks from the higher-paying jobs. The court
rejected these arguments, however, stating that “good intent or absence of discriminatory
intent does not redeem employment procedures or testing mechanisms that operate as
‘built-in headwinds’ for minority groups and are unrelated to measuring job capability. ”
Griggs v. Duke Power had a great impact on selection procedures, and many
similar court cases followed. The requirement that the screening procedures should have a
“manifest relationship to the employment in question” gives rise to a host of possible
interpretations, debate, and technical psychometric questions concerning the meanings
and criteria of test validity. Does “manifest relationship” mean simply that the test should
have predictive validity, that is, that the test scores should be correlated with job perfor-
mance? Or does “manifest relationship” also mean that the test items must resemble the
tasks performed on the job? That is, must the selection test be a work sample? Is “general
ability” over and above the specific skills involved in a particular job irrelevant to overall
effectiveness on the job, or irrelevant to probability of promotion to “higher” jobs in
those cases where a particular job in the employment hierarchy is merely viewed as a
recruiting point and training ground for subsequent promotion to higher-level positions?
Certain screening methods have been widely used that bear no manifest relationship to the
job but nevertheless have substantial validity for predicting persistence and success in the
job. The most striking example is the use of the “weighted biographical questionnaire.
The job applicant fills out a form asking a number of quite routine-appearing questions
concerning his age, place of birth, schooling, marital status, number and ages of children,
place of residence, favorite sports and recreation, number and duration of jobs previously
held, and the like. If there is some means for objectively rating success on the job, it is
possible statistically to determine whether these biographical data are related to any
criteria of job success and, if so, what are the optimal weights to be given each item of



information to obtain atotal “score” that will maximize prediction of success on the job.
The predictive power is often quite good in an actuarial sense even though there is no
manifest relationship between the biographical data and the actual job requirements. For
example, of what relevance is it to selling insurance whether a person prefers hunting to
golf, or poker to chess? Yet expression of these preferences may add to the prediction of
who will sell the most insurance policies. The only question then is not whether such
biodata is a valid selection device but whether it is fair to individuals. According to the
Supreme Court decision in Griggs v. Duke Power, an employer who screens applicants
with tests or any other devices that depend upon abilities or personal characteristics not
explicitly required of the particular job for which the applicant is being considered is
breaking the law.

Prior to Griggs, courts ruled in a number of Title VII cases that tests were prima
facie unfair if they resulted in disproportionate selection of whites and minorities. The
WESTERNADDITION COMMUNITY ORGANIZATION v. ALIOTO1(mayor of San Fran-
cisco), for example, challenged the use of a selection test by the San Francisco Fire De-
partment. The plaintiffs charged that blacks were unfairly disadvantaged by the selection
test, which was passed by 37 percent of white, 35 percent of Mexican-American, but only
12 percent of black applicants, or a 3-to-| ratio disfavoring blacks. The Fire Department
tried to improve the test by eliminating what seemed to be the most discriminatory items,
but the court found for the plaintiffs, because under the new test 57 percent of whites
and 20 percent of blacks attained passing scores, which was still close to the 3-to-1 ratio
of the previously challenged test.

At present a lawsuit is pending in the U.S. District Court against the police depart-
ment of Richmond, California, asking for federal orders to end alleged racial discrimina-
tion based on tests and to award $3 million damages to the plaintiffs, a group of black
policemen. Written tests are used in hiring, job assignments, and promotions. Plaintiffs
claim that the tests exclude three and one-half times as many minority as nonminority
applicants and that the tests are not related to the actual skills needed by a policeman.
Again, the ambiguity of the term actual skills raises difficult problems. Is general mental
ability or “brightness” as measured by a standard IQ test relevant to performance as a
policeman? Police duties presumably involve judgment in complex situations, interpreting
clues and evidence, understanding legal implications, and writing clear, complete, and
accurate reports all “skills” that one might suspect are correlated to some degree with
scores on standard intelligence tests. Does an intelligence test give a better prediction of
how well a person can integrate a number of specific subskills effectively to perform a
complex task than the prediction we could obtain from “work-sample” tests of the
various subskills, each measured separately? If general intelligence is held to be an
irrelevant requirement for a job, should it not be measured so as to statistically partial it
out (i.e., remove its effects) from the scores derived from other assessments? These are
the kinds of difficult questions to which the laws give rise. Such questions are especially
highlighted when tests are used in screening individuals for occupations at the professional
level, where written tests may be more directly and obviously related to the skills required
by the profession, such as reading comprehension or mathematical skills or writing skills,
as well as specific professional knowledge.

This issue was explicit in DOUGLAS v. HAMPTON™ a class action suit charging
the U.S. Civil Service Commission with discrimination against blacks due to the “adverse



impact” of the selection tests, which screened out markedly disproportionate numbers of
black applicants for civil service jobs. The Federal Service Entrance Examination, intro-
duced in 1955, is a high-level test of verbal and quantitative reasoning not unlike the
Scholastic Aptitude Test or the Graduate Record Exam. (In fact, applicants could offer
scores on the GRE in lieu of the Federal Service Exam.) The Federal Service Entrance
Exam was intended as a measure of general intellectual ability rather than as a test
designed and validated to predict specific job performance, and it was used to select for
entry into more than 200 widely varying professional, managerial, and technical positions
in federal agencies. The chief defense of the Civil Service Commission was that the jobs
for which the test was used required verbal and numerical abilities. The outcome of this
case was that the commission abandoned the general verbal and numerical aptitude exam
(FSEE) and proposed to use a new five-part Professional and Administrative Career
Examination (PACE), which measures five types of abilities considered important at these
occupational levels. The weighting of the five tests in the selection process would differ
according to the specified demands of each job. Thus Douglas v. Hampton probably
marks the demise of using unvalidated tests of general intellectual ability in personnel
selection. Henceforth, selection tests would have to be tailored and validated in relation to
the specific performance demands of a particular job.

Tests in Professional Selection

There have also been court cases involving the use of tests in professional selection
or promotion, where racial discrimination has been blamed on the tests or examination
procedures.

In ARMSTEAD et al. v. STARKVILLE, Mississippi Municipal Separate School
District,9 the court prohibited the school system from using the Graduate Record Exam-
ination (GRE) as a basis for hiring or retaining elementary and secondary teachers. The
GRE is a high-level test of scholastic aptitude designed for the selection of college
students applying for admission to graduate studies in universities and professional
schools. An affidavit from an official of the Educational Testing Service (ETS), which
publishes the GRE, declared that the GRE was inappropriate for screening applicants for
teaching positions. The affidavit warned that the GRE might be less reliable for a group of
teachers than for graduate students pursuing advanced studies at the doctoral level. The
court-cited affidavit from the ETS official continued:

In my judgment the use of the GRE ... for selection and retention of teachers in
Starkville School System .. . would be a blind use of these tests unless studies were
first performed that would, as a minimum, establish the content validity* and
concurrent validity* of these tests for the criteria of teacher effectiveness.

The affidavit also listed ways that aptitude and achievement tests in general dis-
criminate against blacks:

1. The test may contain items that are specifically germane to the white, middle-
class environment, thus placing Black students at a disadvantage.

*Starred terms are defined in the glossary at the back of the book.



2. Black students may be less familiar with test-taking strategies and will, because
they are less skilled or “test wise,” be less able to compete successfully.

3. The conditions under which students are required to take the tests are such that
Black students may feel anxious, threatened and alienated, thereby impairing
their ability to perform successfully on the test.

4. Tests measure abilities that are developed as a consequence of educational,
social, and family experience over many years. One consequence of poverty,
segregation, and inequality of educational opportunities to which Black students
are more likely to have been subjected is reflected in lower scores on tests such as
the GRE Aptitude and Advanced Test.

That the inappropriateness of the GRE for teacher certification was not really the
central issue, however, was shown in BAKER v. COLUMBUS MUNICIPAL SEPARATE
SCHOOL DISTRICT,10 which charged “adverse impact” on blacks as a result of the
school system’s hiring or retaining teachers on the basis of the National Teachers Exam-
ination (NTE), a set of tests expressly devised for teacher selection. Plaintiff’s charge of
adverse impact was attested by the fact that only 11 percent of black as compared with 90
percent of white teacher applicants passed the test at the cutoff score used by the Colum-
bus schools. The NTE consists of several parts designed to measure certain knowledge
and abilities expected of every teacher (the ‘‘Common Examinations’’) and seventeen
Teaching Area Examinations (of which the applicant has a choice) intended to assess
preparation in specific teaching positions. The rather high intercorrelations among the
parts of the Common Exam indicate that the total score is a measure largely of some
general ability probably best labeled general academic aptitude and achievement when used
in a college population. The test’s publishers, the Educational Testing Service, never
claimed that the NTE measured all the factors involved in effective teaching. The test is
intended only to measure cognitive ability and knowledge thought relevant for teachers,
and the test’s most usual use is for setting minimal acceptable standards of knowledge for
prospective teachers, with final selection based on a variety of other criteria involving
interviews, personal recommendations, work experience, and the like. Because expert
witnesses for both plaintiffs and defendants testified that the validity of the NTE as a
predictor of a teacher’s effectiveness in the classroom was undetermined, the court or-
dered the school system to cease using the test in hiring or rehiring teachers.

However, a validity study was later performed by the ETS that showed that the NTE
met all the requirements under Title VII of the Civil Rights Act of 1964, and, in January
1978, the U.S. Supreme Court affirmed a federal district court decision approving the
NTE for purposes of certification and promotion of teachers.

Although the relevance of a high level of academic aptitude for teaching effective-
ness in elementary and secondary schools may reasonably seem questionable, attempts to
abolish state bar examinations for lawyers seem to make a less convincing case. So far the
courts of original jurisdiction have all turned back challenges to the state bar exam-
inations, but appellate courts have not yet handed down their decisions.

In 1970 the National Bar Association, an organization of black lawyers, voted
unanimously at its annual convention to take steps to abolish bar exams. Legal actions
toward this end are now pending in nineteen states (Ash & Kroeker, 1975, p. 492). It was
claimed that three out of four black law school graduates fail the bar exam, a mortality rate
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some two to three times that of their white counterparts. Thus bar exams were branded as
“racist,” and law school graduation is held to be a sufficient criterion of qualification to
practice law. Bar exams are identified only by a code number and are scored “blind. ” Yet
in Pennsylvania, in the period from 1955 to 1970, the initial pass rates of graduates of law
schools on the approved list of the American Bar Association were 70 percent for whites
and 30 percent for blacks, and the eventual pass rates (after successive tries) were 98
percent for whites and 60 percent for blacks (Bell, 1971). The Pennsylvania Board of Law
Examiners, reviewing the entire bar examination process, declared: “ Statistical evidence
demonstrates that a grossly disproportionate percentage of blacks fail each examination,
and there is lacking any available hypothesis other than race by which we can explain
these proportions” (quoted in Bell, 1971, p. 1217). Even more disproportionate passing
rates are reported in other states (Bell, 1971, p. 1217). A past president of the National
Bar Association, E. F. Bell, has charged racial bias in the bar examination and grading
procedures and points out that there are only four black bar examiners in the forty-six
states that require bar exams (Bell, 1971, p. 1218). He asks:

Why does a black law student who has successfully completed all his courses
through high school, college and law school suddenly find that he is unable to pass
that one final examination that permits him to engage in his chosen profession? |
don’t suggest there should be no black failures at the examination, but it is too much
to expect that the failures will embrace such enormous proportions. The black law
student has gone to the same school as his white counterpart and has taken the same
courses. He has written the same examinations and passed them. He only fails the
bar exam. This prompted a white judge from Pennsylvania to remark about blacks,.
“But they don’t read quickly, they don’t think quickly.” Which prompts me to
remark, “How do you think he arrived at the point to take a bar examination?”

The questions raised here obviously extend far beyond the issue of tests and testing per se.
They go to the heart of the drive for equality, which is considered in relation to mental
tests in the next chapter.

SUMMARY

A number of landmark court cases involving the use of tests in schools and in em-
ployment selection have resulted in legal decisions with far-reaching consequences for the
practical application of tests. Many other cases involving tests are now pending in the
courts. Key decisions already handed down are based largely on the premise, seldom chal-
lenged in any other court actions, that the distribution of ability is the same in all subgroups
of the general population and that, therefore, any significant disproportions between racial
groups in school “‘tracking’’ or placement in special classes, or in college admissions, or
in employment selection or promotion based on test scores must be due to bias in the tests
or testing procedures.

Specific court decisions have declared scholastic aptitude and 1Q tests ‘‘inherently
inaccurate” for black children, containing questions that are “highly inappropriate to the
background of minority pupils”; and educational placement or ability tracking has been
prohibited in schools, as these practices are based in large part on test scores that do not
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assess innate ability and therefore deny equal educational opportunity to children of poor
backgrounds.

The “equal protection of the laws” clause of the Fourteenth Amendment of the
United States Constitution is frequently invoked in decisions banning or restricting the use
of tests. Courts have ruled that bilingual children must be tested in their native language or
on nonverbal tests, and tests used in employment selection must be “manifestly related”
to the capabilities required in performing the specific job for which the person is being
hired. Also, the use of tests of general intellectual ability in personnel selection has been
ruled against; if tests are to be used for hiring, courts have ruled that they should be
tailor-made to predict success on the particular job, and evidence of such predictive
validity for both minority and majority applicants must be secured. Cases involving tests
of professional qualifications, such as the state bar examination, have not as yet resulted in
any notable decisions.
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Chapter 3

The Drive for Equality

All tests discriminate. They would be utterly useless if they did not. As we have
seen in the preceding chapters, most of the objections to tests involve the fact that tests
often discriminate among certain groups. The legitimacy of tests discriminating among
individuals is largely uncontested and generally taken for granted—unless the individuals
are identified as members of different social, racial, or cultural groups that are known to
show average differences in test scores. In the face of such discrimination—differences
among group averages or among individuals from different groups—the test is said to be
biased, and its use therefore is labeled unfair. No one advocates unfairness. Even though
unfairness may be acknowledged to exist, or even to be inevitable, it is not viewed as a
good thing by anyone, at least not openly. Fairness has all our moral sanctions, unfairness
none. Most would agree that unfairness is to be condemned, fought against, minimized, or
eradicated whenever and wherever possible.

A crucial question is whether tests increase or decrease the sum total of unfairness in
society. The question cannot properly be answered by a simple statement. Although many
persons may have already answered this question to their own satisfaction, a justified
answer, or at least an explicitly considered one, is a big order indeed. The question is
obviously not all of one piece. We must distinguish between tests and testing practices;
between good tests and poor tests, good practices and bad practices; between current de
facto uses (and abuses) and possible optimal uses; and between tests and testing as they are
today and as they might be in the future.

But, before going any further, we must be more explicit about the meanings of some
of the key terms that enter into such discussion. Some of the terms in the testing con-
troversy have become emotionally loaded and now cannot be used without misunderstand-
ing unless they are divested of their affective overtones. Also, the meaning of certain
terms in the context of psychometrics does not coincide with their meaning in common
parlance or with their dictionary definition. To get on with the job, we have to agree, for
the time being at least, on the meaning of such terms as “discrimination,” “bias,” and
“unfair.”

““Discrimination”

“Discrimination,” as used here, is a completely neutral term. Discrimination perse
is neither good nor bad. It simply means a reliable difference. A reliable difference
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between individuals is an observed difference (in some behavior, attribute, characteristic,
or some measurement or index thereof) that is not merely haphazard or due to chance or to
errors of observation or measurement; it is relatively stable or repeatable from one obser-
vation to the next; and there is general agreement as to the difference by all observers.
This says nothing whatever about the cause(s) of the difference, or whether it is impor-
tant, or whether its implications or consequences are good or bad.

In psychometrics, discrimination occurs at several different levels. One can measure
(1) differences between traits or abilities within a single person, such as noting that a
particular baseball player is a good hitter but a slow runner, (2) differences between
individuals on a particular ability, or (3) differences between the averages of groups of
persons. If the groups are formed without reference to the test, or the test is constructed
without reference to the groups, and there is a reliable difference between the averages of
the groups, the discrimination is incidental.

Ability tests are explicitly designed to discriminate among individuals. I know of no
ability tests that were ever designed for the purpose of discriminating between any social
groups, although there have been attempts to design tests so as to minimize or eliminate
differences between certain groups. (The most notable example is balancing the items in
some tests so as to eliminate sex differences in the total score.) In contrast, some types of
personality inventories are explicitly designed to discriminate between certain groups; the
groups, in fact, are used as the main criterion in constructing the inventory—only those
items that discriminate the most between the criterion groups are retained in the final
version of the inventory. Such instruments are thus intentionally discriminatory for certain
groups and are often used as a screening device to determine which individuals in an
undifferentiated population are most like the members of the intentionally discriminated
groups. A good example is the Minnesota Multiphasic Personality Inventory, or MMPI. It
is a set of several inventories, comprising more than five hundred questions, that were
selected so as to discriminate among several categories of psychiatric diagnosis, for
example, hysteria, schizophrenia, paranoia, and depression.

Psychologists are generally agreed, with possible rare exceptions, that group dis-
crimination by ability and aptitude tests is entirely incidental in the sense described here.
No reputable standardized ability test was ever devised expressly for the purpose of
discriminating racial, ethnic, or social-class groups. Yet, to hear some of the critics of
tests, one might easily conclude that mental tests discriminate primarily in terms of racial
and socioeconomic status. A member of the Fair Employment Practices Commission
(FEPC) was quoted as saying that a certain standard 1Q test that showed a group discrimi-
nation did so because it was a “culturally biased test. ” He said, “If you give the Otis test,
the white applicant will beat the Negro applicant every time. Period. Anybody who wants
to use the Otis can be damn sure what will happen. ” Such unsupported claims, often seen
in the popular media, create an impression of gross, almost total, discrimination by tests
along racial or social-class lines.

Yet the fact is that 1Q tests, and probably most other kinds of tests as well, discrimi-
nate quite little among races or among socioeconomic groups, relative to other discrimina-
tions. To illustrate this point | have analyzed some datal on the Wechsler Intelligence
Scale for Children (Revised) or WISC-R (Wechsler, 1974). By means of the statistical
method known as the analysis of variance™ it is possible to apportion the total amount of
all the discriminations (called the total variance*) made by test scores in a population into



a number of “sources” of this discrimination or variation. The amount of variance in
test scores attributable to each source can be expressed as a percentage of the total
variance. WISC-R Full Scale 1Qs were obtained in a highly representative sample of 622
white and 622 black children, ages 5 to 12 years, from a random sample of 98 school
districts in California. Determination was also made of each child’s socioeconomic status
(SES) on Duncan’s SES index, a ten-point scale based on the parent’s occupation. The
percentages of the total variance attributable to each of several sources are shown in Table
3.1.2

We see that race and SES together contribute only 22 percent of the total 1Q
variance. (In this context “race” refers to the variance associated with classification as
black or white, independent of any variance associated with SES as measured by the
Duncan index. Thus the term “race” here is not exclusively a biological factor but some
combination of all the factors associated with the racial classification except whatever
socioeconomic factors are measured by the SES index.) More than three times as much of
the variance as is due to race and SES combined is attributable to differences between
families of the same race and SES level plus differences among children within the same
family. In fact, the largest single source of the total variance is the within family dif-
ferences, that is, differences among siblings.

The analysis shown in Table 3.1 is quite typical; it clearly belies many of the claims,
such as those cited in Chapter 1, that 1Q tests discriminate mostly along racial and
social-class lines. Most of the heterogeneity in 1Q in the population is found among
siblings reared in the same family, whose race, socioeconomic status, and cultural back-
grounds are as much alike as could be. And differences among families all of the same
race and the same SES level (when SES is divided into ten levels) account for more of the
IQ variance than do race and SES combined. Obviously the 1Q test measures mainly
individual differences, differences between persons that are very largely not attributable
to differences in their racial and socioeconomic backgrounds.3

The reason that race and SES account for relatively little (i.e., 22 percent) of the
total variance of 1Q, of course, is that there is so much variability within racial and SES
groups relative to the difference between the means. The analysis of variance highlights
this important fact. Average differences among groups may seem overwhelming until they
are viewed in the perspective of the total variation in the population. The average 1Qs of
the separate racial groups across SES levels are shown graphically in Figure 3.1.

Table 3.1 Percentage of total varianceland average 1Q difference2in WISC-R Full Scale
1Qs attributable to each of several sources.

% of Average 1Q
Source of Variance Variance3 Difference3
Between races (independent of SES) 14 o 12
Between SES groups (independent of race) 8 6
Betweenfamilies (within race & SES groups) 29 o 9
tweenfami 73% 1
Within families 44
Measurement error 5
Total 100 1

‘See note 2 atend of chapter. 2See note 4 atend of chapter. 3Rounded to nearest whole number.



Figure 3.1. Average Full Scale 1Q on the Wechsler Intelligence Scale for
Children (Revised), for random samples of white (N = 622) and black (V =
622) California school children in ten socioeconomic categories as measured
on Duncan’s index of SES. (From Jensen & Figueroa, 1975)
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The overall 1Q difference between whites and blacks is 15 points. Whites and
blacks of the same SES differ by 12 points.4 The average absolute difference among the
means of SES groups of the same race is about 6 1Q points, or 9 1Q points among whites
and 4 1Q points among blacks. But the average absolute difference among the means of
families of the same race and SES is 9 1Q points, and the average difference among
siblings in the same family is 12 1Q points (which is the same as the average 1Q difference
between races of the same SES).

The average difference between the 1Qs of the same person tested on two occasions
about one month apart is 4 1Q points. The average absolute difference between random
pairs of individuals picked from this sample regardless of race or SES is 17 1Q points.
(These figures are shown in the last column of Table 3.1.)

Consequences of Discrimination

If discriminations, intentional and incidental, are a necessary and inevitable product
of any good test, this is not the case for the choice of discrimination or its consequences.
Whether one decides to discriminate at all, or which attributes one chooses to discrimi-
nate, and what decisions should follow from discrimination, are entirely matters of policy
and judgment. They do not flow from the power of tests to discriminate.

Making discriminations by means of tests of one kind or another is often justified in



theoretical or in practical terms. Tests and measurements serve a necessary function in
theory-oriented scientific research on the nature of human differences in abilities and other
traits. There is little disagreement on the importance of objective measurement for
psychological research, although there may be considerable debate about which questions
should or should not be researched. On the practical side, discrimination has four profes-
sed justifications: assessment, diagnosis, selection, and placement.

Assessment.  Assessment (or evaluation) per se is probably the least controversial
of the practical uses of tests. Assessment is measurement of the results of a specific
training or educational program, for the benefit of the teacher or educational administrator
in evaluating the effect of the program or for the benefits of the assessee in evaluating his
own progress. Scholastic achievement testing (where not used for selection or placement)
is an example of assessment. The main justification for any test used in assessment is its
content validity.* A test has content validity to the degree to which its item content
explicitly matches the knowledge or skills that the training was aimed to impart. Assess-
ment testing may also consist of a pretest of the subject’s knowledge or skill in the course
content at the beginning of a course of training or study, as a baseline for evaluating
progress and achievement due to the training itself rather than to prior attainment. As-
sessments may be used as “informative feedback” for the student or the teacher in
evaluating progress in mastery of the course content, or in evaluating the effectiveness of
different methods of instruction, or (less justifiably) for comparing teachers or schools.
But, in every case, assessment is directed toward specific course content.

Diagnosis.  The observation of marked deviations from the class average or from
some “norm,” revealed by assessment, may call for diagnosis involving the use of tests.
Diagnosis is an attempt to understand the causes of deviations from the norm; it comes up
especially when the individual’s assessments indicate unusually poor progress. Diagnostic
tests may have content validity relevant to the subject matter of the course, but they need
not have content validity. Tests of other abilities or traits that are correlated with
achievement may be useful for diagnosis. Special tests devised to measure fine-grained
components of the course content, such as visual acuity, form perception, and eye
movements, in the case of reading, may yield helpful information. So may tests of
prerequisite knowledge or skills. Most often tests of general ability or 1Q tests are used in
diagnosis, with the rationale that such tests reflect the subject’s achievements in a much
broader sphere and thus may be indicative of his typical capacity for learning.

The justification of diagnosis, in psychology as in medicine, is to aid in prescription
and remediation, if possible. It is at this point that other consequences of discrimination,
such as placement, may enter the picture.

Placement. Placement is of greater personal consequence than assessment and
diagnosis per se. It means different treatments for different individuals. Good teaching
always involves differential or individualized treatment to some extent, but it is informal,
flexible, and geared to dealing with specific difficulties as they crop up from time to time.
When differential treatment is relatively long term and is formalized or institutionalized, it
is known as placement. Familiar examples are the school practices of “tracking,”
“streaming,” or “ability grouping,” and placing pupils in “special education” classes
for the “educably mentally retarded,” “educationally handicapped,” *“academically
gifted” or “high potential,” and the like. Ability and achievement tests usually play a
large part in placement.



The only justification for placement is evidence that the alternative treatments are
more beneficial to the individuals assigned to them than would be the case if everyone got
the same treatment, with the slight variations in instruction that occur informally in the
ordinary class. The supposed benefits of placement are often highly debatable. They are
difficult to evaluate and are often undemonstrated. Placement is a complex matter, to say
the least.

Even in the face of objective evidence, the evaluation of placement practices in-
volves values and judgment in weighing real and supposed advantages against real and
supposed disadvantages. It is no wonder that there is much disagreement about placement.
Placement has significant consequences, for good or ill, for the individual. It becomes a
socially sensitive and controversial issue when it affects various identifiable minorities
disproportionally. Then there arise charges of stigma, unequal opportunity, and biased
placement procedures, including biased tests.

Selection. Equally contested from a societal standpoint is the use of tests for
selection (or screening). Selection necessarily implies rejection. The pool of applicants is
dichotomized: accepted/rejected.

There are two justifications for selection: (1) when the pool of applicants is larger
than the number that can be accepted and (2) when the predictive validity of the selection
procedure can be substantiated. A test or other selection procedure (the “predictor”) is
said to have predictive validity* to the extent that it would discriminate between the
performance (the “criterion”) of selectees and rejectees if all of them had been accepted.
A quantitative index of predictive validity, called a validity coefficient, is the correlation
between individual differences on the predictor and criterion variables. Predictive validity
is the essential justification for discriminatory selection. If the number of applicants does
not exceed the number that can be accepted, and if there is no predictive validity in any
selection procedure, there is of course no need for selection. If the number of applicants
exceeds the number that can be accepted, but there is no selection procedure with predic-
tive validity, there is no basis for discriminatory selection. Selection there must be, but
only nondiscriminatory selection is justified. The only completely nondiscriminatory
selection procedure is a random lottery. Randomness ensures that there is no correlation
whatever between any attributes of the applicant and his chances of being accepted or
rejected. When a degree of predictive validity for any selection procedure can be demon-
strated, the possibility for discriminatory selection raises important questions: How high
must the predictive validity be to justify selection? Are some predictors preferable to
others, even though they may have the same validity? Is selection valid or warranted
throughout the full range of the predictor variable, or is there some cutoff point on the
predictor variable above which selection should be nondiscriminatory (i.e., random)?

It is convenient to speak of predictors as either direct or indirect. A direct predictor
is information obtained from the person’s own behavior, such as performance on a test. It
is information generated by what the person does rather than information about who he is.
Behavior samples of one kind or another, including test performances, may have predic-
tive validity for selection. An indirect predictor is any information of an impersonal
categorical nature. (It is impersonal in the sense that such information need not be
obtained directly from the person, in contrast to such information as a score on atest or a
rating in an interview, which can be obtained only from the person’s own behavior.)
Indirect predictors are items such as age, sex, race, place of birth, marital status, highest



school grade completed, religious preference, number of children, father’s occupation,
home ownership, criminal record, political affiliation, and so on. Any such categories
may have predictive validity for selection in a statistical sense. Used in an optimally
weighted combination, they can have quite high validity as predictors of some criteria,
even as high validity as a direct predictor. Does this justify the use of indirect predictors in
selection—for jobs, training programs, and college entrance? An objection to indirect
predictors is that they base selection on the average characteristics of persons in the
categories of which the individual is a member and not on the characteristics of the
individual himself. Hence atypical members of the category are discriminated
“unfairly”—a term that | must clarify shortly. When impersonal categories are used as
predictors, members of any category can claim unfair discrimination, regardless of the
validity of the predictor. Title VII of the Civil Rights Act of 1964, in fact, prohibits
discrimination in employment selection on the basis of race, color, or national origin, and
subsequent legislation has moved against the use of sex and other indirect predictors for
selection. It is now generally agreed that selection should be based exclusively on direct
predictors, although, for certain specialized jobs and educational programs, there are still
recognized exceptions involving age, sex, and amount of formal education.

But selection based on direct predictors raises thorny problems, too. First, of
course, is the technical problem of establishing that the predictor is in fact substantially
predictive. All selection procedures have a margin of error. The penalties of errors of
prediction are borne by the rejectees as well as by the employer. Who pays the greater
penalty? Obviously it is the rejectee, for to him rejection means total loss, unless he can be
persuaded that rejection was in his own long-range interest. The employer can only gain
by selection if the predictor is at all valid and is not more costly to use than are the
consequences of not selecting at all. Errors in selection mainly affect the marginal rejec-
tees. It has been argued that those who have been wrongly rejected would have been
among the bottom in performance if selected, whereas those marginal cases who were
wrongly selected would have been near the top of the class in which they are left if they
had been rejected. Errors of selection are thus seemingly mitigated.

While it is easy to defend a selection threshold on the predictor below which utter
failure on the criterion is practically certain, it may be more difficult to defend selection
cutoffs at points above the threshold of competence. If the threshold for competence
excludes, say, only the bottom 20 percent of job applicants on the distribution of the
predictor variable, is the employer who can hire, say, only 30 percent of the applicants
justified in using the predictor (e.qg., a test score) to select the top 30 percent of applicants?
Technically this should depend on the validity of the predictor above the threshold of
competence; this can be determined by statistical analysis. But some would argue that, if
the predictor puts an applicant above the threshold, any further selection should be
nondiscriminatory, even if the predictor variable is significantly correlated with the crite-
rion throughout its entire range. In terms of predictive validity, the idea that if a high score
is good, a higher score must be even better is not always true. In practice, it is rare that a
predictor can be shown to be valid throughout its entire range, and in some cases predic-
tors have a marked curvilinear relationship to the criterion; that is, beyond some point on
the predictor variable, higher scores predict poorer performance or other undesirable
effects such as job dissatisfaction and greater turnover of employees.

Another problem in selection is that some selection tests are quite valid predictors of



how fast new employees will learn to do ajob but do not predict how effectively they will
perform on the job after they have learned how to do it. Is such a selection test justified? It
may be, if the time required for learning or the cost of training are considerable.

Selection procedures at times result in disproportional acceptance and rejection of
members of some groups in the population. The courts have often referred to this as
“adverse impact” of a selection procedure on some particular group, usually a racial
minority. “Adverse impact” is often equated with biased selection, but this is wrong if
the only evidence for “adverse impact” is a disproportional rejection of minority mem-
bers. Selection having “adverse impact” may or may not be biased.

Bias. There are a number of technical criteria of bias as well as statistical methods
for detecting it. A proper discussion of all these calls for a separate chapter. (See Chapter
9.) But at this point we can hardly proceed without at least a capsule definition of bias.

Bias can enter into selection at any point in the process from the initial recruiting of
applicants, to the testing of applicants, to the method for using test scores or other
predictors in the final selection of applicants. Discrimination between groups in selection
is not necessarily a sign of bias. To some it may come as a surprise to find that group
discrimination is, in fact, neither necessary nor sufficient to establish bias. A highly
biased test or selection procedure can result in perfectly proportional selection of appli-
cants from different groups.

In the most general terms, bias exists when the method of selection discriminates
individuals differently than does the criterion measure of performance. (This leaves out of
the question for the moment the adequacy and possible bias in the criterion itself.) This
may be stated in a number of ways. A predictor is biased if it either overestimates of
underestimates an individual’s criterion performance depending on his group member-
ship. A predictor is biased if it correlates more with group membership than with the
criterion it is intended to predict, for under this condition the selected or rejected appli-
cants are being rewarded or penalized on the basis of their group membership rather than
just on the basis of those individual traits that are in fact relevant to the criterion.

Bias can enter into the recruitment of the applicant pool, for example, when job
openings are made known by word of mouth from the present employees or are advertised
only in restricted neighborhoods that are vastly unrepresentative of the population in a
larger area accessible to recruitment. Determining the extent of recruitment bias is more
problematic in selection involving prior specialized training or educational requirements,
as various racial or cultural groups may be very disproportionally represented among the
eligible applicants for reasons unknown or beyond present control.

Bias enters into the testing aspect of selection when the test does not measure the
same trait or ability when applied to different groups, or does not measure with the same
reliability in different groups. The causes of any of these shortcomings may be attributable
to the test itself or to factors operating in the testing situation, whieh may differentially
affect the members of some groups, such as anxiety, fear of failure, or inhibition in the
presence of an examiner of a different race or background.

Bias is essentially a form of error: it is error of measurement (unreliability) and error
of prediction (invalidity) that are related to the individual’s group membership. Measure-
ment and prediction errors, of course, also exist independently of group membership and
technically can be regarded as individual bias. An individual’s test score is biased to the
extent that it is unreliable or invalid. Because no tests are perfect, some degree of individual
bias is inescapable. All we can hope is to minimize it as much as possible. Relia-



bility* and validity* traditionally have been central considerations in setting standards of
test usage. Psychometric science is preoccupied with estimating and reducing biases of
every kind involved in testing.

Fairness and Unfairness. These terms are often used more or less synonymously
with “bias” (or the lack of it), but they carry additional moral overtones and thus imply
subjective values and judgments beyond the objective and technical meanings of bias.
Hence concepts of “fairness” or “unfairness” belong more to moral philosophy than to
psychometrics. Even assuming that a test or selection procedure is totally without bias of
any kind, the fact that it involves discrimination between persons may itself be questioned
in terms of fairness. Is it fair that persons should be discriminated, even if the test
accurately predicts the criterion? Is it fair that all persons not be given an equal chance to
prove themselves on the criterion itself, rather than risk being screened out by an imper-
fect predictor test? Is it fair that members of different groups in the pool of applicants have
different success rates in passing the selection tests, even when the test scores are equally
predictive for all groups?

What are the alternatives? If there is competition for entry, as there must be for
many positions in a complex society, discrimination is inevitable. The only question is
how to discriminate. Would a random lottery be more fair than a validated selection
procedure? A lottery gives everyone an equal chance for selection, but it protects no one
from the risk of failure. Would failure to pass a selection test having high predictive
validity be less costly to the individual than failure at the criterion performance? Is it more
fair to predict and prevent highly probable failure? What about fairness to the employer
who must risk his limited resources on the selectee’s probability of success? Should the
employer not be allowed to minimize his risk?

Such questions of fairness and unfairness ultimately lead to metaphysical debate and
practically defy objective agreement. In the face of metaphysical disagreements we are
thrown back on utilitarian considerations that at least are more amenable to objective
analysis with the techniques of psychometrics and statistics.

Mental Tests and Social Justice

Time and again the case has been made that to abolish testing would only make
selection more subjective, more biased, and more irrelevant to successful performance
than if tests were used. Selection based on amount of formal education, personal recom-
mendations, interview ratings, or teachers’ grades all have been shown to be less reliable
predictors than tests and to allow much more scope for the influence of background status,
privilege, prejudice, politics, favoritism, and nepotism in determining who wins out in the
competition for higher education and higher-status jobs. Generally, when ability tests
have been substituted for other methods of selection, the result has been to favor socially
underprivileged groups at the expense of the more privileged. This should not be sur-
prising, since, as we have seen, individual differences in mental ability are widely
distributed in every social class and therefore should contribute a large share of variance
in educational and occupational achievement and income that is unrelated to social class
of birth.

Compared with other methods of selection, tests are more impersonal, and yet more
individual and objective, and hence tend to “read through” the veneer of social-class
background that may carry undue weight in subjective ratings based on interviews and



biographical data. As early as 1814, Thomas Jefferson showed his extraordinary social
foresight by proposing that the Commonwealth of Virginia use tests to seek out the
academically talented children of the poor so as to subsidize their education.

When early in this century intelligence tests began to be used in England to select
students for secondary education, it came as a great surprise to many educators that more
working-class children relative to middle-class children were selected than was the case
when selection was based on teachers’ grades and recommendations. The substitution of
intelligence tests for traditional indices of scholastic attainment actually doubled the
percentage of secondary school scholarship winners coming from working-class homes
(those of skilled, semiskilled, and unskilled manual workers). When the use of intelli-
gence tests for educational selection was abandoned because of political ideology in one
county, in 1952, the percentage of children of manual workers admitted to academically
oriented college preparatory schools fell from 14.9 percent to 11.5 percent, while the
percentage of children of professional and managerial parents rose from 39.6 percent to
63.6 percent (Wiseman, 1964, pp. 155-156). Intelligence tests were opposed by upper-
and middle-class parents whose children traditionally enjoyed the advantages of secondary
education regardless of their ability.

Basing their conclusions on correlations between father’s occupational status and
the individual’s school grades, test scores, occupational and educational aspirations in
twelfth grade, educational attainment, and actual occupational status at age 25, Jencks et
al. (1972, p. 194) state that “low-status boys will rise furthest if high-status occupations
select on the basis of grades or test scores.” Their analysis shows that test scores are
considerably more advantageous to the upward mobility of low-status boys than are
grades. Selection based on educational attainment (years of schooling) works to the
relative disadvantage of the sons of manual workers. Jencks et al. point out that in their
data the correlation between father’s occupational status and son’s status at age 25 is .331;
it would only fall to .288 if the son’s occupational status were determined solely by
intelligence test scores. Jencks et al. conclude that “a system which allocates status on the
basis of cognitive skills is likely to result in more social mobility than any of the obvious
alternatives” (p. 195).

Other commentators have noted the actual and potential contributions of objective
ability tests to educational and occupational mobility and hence to social justice:

In view of the loose relationship between IQ and social class in the United States, it
seems that one very constructive function of the ability measured by tests is that it
serves as a kind of springboard, launching many men into achievements removing
them considerable distances from the social class of their birth. 1Q, in an
achievement-oriented society, is the primary leaven preventing the classes from
hardening into castes. (Duncan, 1968, p. 11)

Judging each person on the basis of his measured performance rather than on his
family background, social status, or political connections has been a powerful agent
of social change. Assuming unbiased, reliable measurement, what could be more
just within the American concept of an egalitarian society than recognizing merit by
objective tests of ability? Even today, college entrance examinations have made it
possible for able but financially poor students to obtain scholarships in the best
private colleges. (Holtzman, 1971)



In the midst of today’s charges that tests discriminate against certain social groups,
it is worth reminding ourselves that impartial assessment has played a notable part in
advancing children of the ethnic poor. In the United States the Jews, the Orientals,
and the children of Germans and Scandinavians used the system of open, merit-
based selection to attain social equality in the face of notorious preju-
dice. (Cronbach, 1973)

Minority groups, as such, should be favorably inclined to the use of ability tests,
since tests constitute a universal standard of competence and potential. When tests
are substituted for [biased] methods of educational placement... job selection and
promotion, they increase the opportunities of minority group members because they
measure ability rather than social status. Tests therefore should be viewed with
favor by this segment of the culturally deprived. (Brim, 1965, p. 127)

These writers seem to be thinking mostly of social class or white ethnic minority
membership as the basis for prejudicial barriers to educational and occupational advance-
ment that the use of ability tests has helped to overcome. Are these opinions at best naive
as applied to blacks, Puerto Ricans, and Mexican-Americans? Data are still insufficient
for more than speculation regarding the latter two groups, but it is now quite evident that
the use of ability tests has not had for blacks the beneficial results extolled in the preceding
quotations. Opposition to the use of tests in placement, selection, and merit systems of
employment and promotion was never generated among poor whites, ethnic minorities of
European origin, or Orientals. These were the groups that seemed to benefit from selec-
tion by merit. It is a fact that test-based placement and selection procedures discriminate
strongly against blacks as a group, and most of the steam behind the current opposition to
tests arises from this fact. Psychologists must face it: blacks as a group owe little to tests.
Here then is understandably the prime focus for questions of bias and the unfair use of
tests. Are the criticisms of tests by blacks and their white sympathizers ill-founded and
misdirected, or are they just?

Jencks’s analysis of the relation between occupational status and 1Q scores led him
to conclude:

If the occupational status of blacks has improved [since 1962], this has been because
of direct efforts to eliminate discrimination and compensate for past discrimination.
It has not been because blacks’ test scores have risen or because they have appreci-
ably more educational credentials than they did a decade ago. ”  (Jencks, 1972, p.
191)

He later goes on to note that “a system which emphasizes cognitive skills would be far
less satisfactory for blacks than for poor whites. For blacks, the ideal system is one which
discounts test scores and emphasizes aspirations. Failing this, a system that emphasizes
credentials is better for blacks than one that emphasizes test scores” (p. 195). Jencks’s
recent conclusions, arrived at from statistical analyses of relevant data, apparently were
intuitively perceived years before by social reformers and political leaders of the black
community. Thus began the relentless criticism of tests in employment selection and the
increased emphasis on blacks’ attaining the credentials conferred by educational institu-
tions. The fact that tests are used most widely in school placement and selection for higher
education has fueled the attacks on testing.



Equal Opportunity and Affirmative Action

Title VII of the Civil Rights Act of 1964, which forbids employment discrimination
based on race, color, religion, national origin, or sex, had important beneficial effects for
minorities with a long history of discrimination. Enforcement of the act under the pro-
visions of the Equal Employment Opportunities Commission (EEOC) at least fostered
what has been called “passive nondiscrimination.” This, however, did not remove the
disproportionate rates of unemployment of certain minorities or their marked underrepre-
sentation in skilled and white-collar jobs. The perpetuation of these disproportions were
attributed in large part to the effects of past inequalities in opportunity, as manifested in
lack of knowledge of present job opportunities by many minority persons, or word-of-
mouth recruitment of new employees and other informal networks of employment infor-
mation, or job qualifications that are not directly related to actual job requirements.

To help overcome the lingering effects of past discrimination, a ruling known as
Executive Order 11246 was made in July 1969 that requires employers receiving federal
contracts to make self-analyses of their own employment practices and, if there is “unde-
rutilization” of minorities or women, to present and adopt “affirmative action plans” for
remedying this imbalance. The regulations define “underutilization” as “having fewer
minorities or women in a particular job classification than would reasonably be expected
by their availability.” The suggested remedies for underutilization of minorities and
women involve affirmative actions in the areas of recruitment, training, promotion, coun-
seling, and selection procedures.

Thus affirmative action clearly has important implications for selection or promo-
tion based on tests when the percentages passing from different groups do not correspond
to their representation in the pool of applicants. If minorities are underrepresented among
the pool of applicants, special recruitment efforts may be deemed necessary. Although
passive nondiscrimination requires the elimination of discrimination based on minority
status, affirmative action requires more than mere neutrality with regard to race and sex.
In fact, one official guideline goes so far as to state:

Contractors may find that they will have to undertake a program to rebuild entirely
the work habits of the people they hire. This may even require knocking on their
door in the morning and providing transportation to the plant. The people we are
talking about have been out of the mainstream of society for so long that they have
not developed [the] values which the dominant white community takes for granted.

Affirmative action calls for goals and time tables” by employers for hiring
minorities. A “good faith” effort must be shown toward the attainment of these goals.
The burden of proof of such effort is on the employer.

There has been a range of interpretations and implementation of affirmative action
requirements, from passive nondiscrimination to hard quotas. In an article on affirmative
action in Fortune magazine, Seligman (1973, p. 161) discerns four different postures on
affirmative action: (1) passive nondiscrimination, which treats races and sexes alike in
hiring, promotion, and pay; (2) pure affirmative action, which emphasizes recruitment
efforts to expand the pool of applicants so as not to exclude members of formerly under-
represented groups, but hires the best qualified without regard to race or sex; (3) affirma-
tive action with preferential hiring which not only recruits more widely but which sys-



tematically favors minority groups and women in hiring; qualifications may be relaxed to
achieve more equal representation of all groups; (4) hard quotas, which specify specific
numbers or proportions of minority persons that must be hired. There is little argument
about points 1 and 2, and government officials deny the implications of affirmative action
of point 4. Contention is mostly over point 3, that is, preferential hiring. Proponents claim
that it is justified to right the wrongs of past racial discrimination; they view it merely as a
temporary pump-priming measure needed at the beginning to attain the ultimate purpose
of the affirmative action program, namely, proportional representation based on equal
opportunity. They also argue in terms of the community’s needs for services by racially
diverse personnel, a factor that outweighs strictly educational or intellectual qualifica-
tions. Considering race among the selection criteria for public service positions in teach-
ing, medical and legal services, social work, and law enforcement, it is argued, may better
serve aracially diverse community. Critics, on the other hand, have characterized affirma-
tive action as “reverse discrimination.” One critic writes:

Government officials continue to insist that “you never have to hire an unqualified
person,” and of course they avoid using terms like “reverse discrimination and
“quotas.” But, given the many legal and economic weapons available to the gov-
ernment, the effect of affirmative action policies has been precisely to encourage
employers and universities to practice discrimination against individuals who do not
belong to those groups favored by affirmative action programs. *> (Omstein, 1974,
p. 481)

As examples, Omstein claims that universities “frankly announce race and sex as qualifi-
cations for new students and faculty members” and notes that the chancellor of the City
Colleges of Chicago “recently directed the presidents of the colleges to consider race the
prime factor in hiring new faculty members; adding. . . that ‘when 52 systemwide con-
tracts expire in July for teachers, many qualified whites will not be rehired and blacks will
be sought to fill their jobs”” (p. 481). A

One of the most devastating critiques of the drive toward preferential treatment
of blacks comes from a noted black economist, Thomas Sowell (1978), who claims that
most blacks in the United States are opposed to preferential treatment for blacks injobs or
college admissions and notes that “the income of blacks relative to whites reached peak
before affirmative-action hiring and has declined since” (p. 40).

The facts regarding the actual effects of affirmative action policies, and the validity
of the assumptions on which these practices are based, are a subject for public evaluation.
They are of concern here only insofar as they involve testing.

The implications of affirmative action for mental testing are clearly stated by the
U.S. Commission on Civil Rights (1973, p. 18):

Once a nondiscriminatory applicant pool has been established, the process of selec-
tion from that pool must itself be subjected to careful examination. All criteria used
to select employees, whether or not they are discriminatory on their face, must be
reviewed to determine if they have a disproportionately negative effect on
minorities. If so, they must be further examined to determine whether they are
relevant to the duties of the particular position in question.



Tests must be validated to insure that they are both job related and not
culturally biased [italics added]. Other employment criteria must likewise be job
related. This insures that they are not unnecessarily high and inadvertently dis-
criminatory.

Such requirements raise innumerable questions and problems when applied to spe-
cific employment situations, and in many cases employers may be more inclined to
practice reverse discrimination to comply rather than to embark on the possibly costlier
prospect, at least in the short run, of carrying out the research to validate its procedures for
testing and selecting personnel.

Colleges and universities are best equipped for research on test validation, as selec-
tion has long been based primarily on quantifiable data such as high school grades and
college entrance examinations, and the validity criteria are readily available in the form of
course grades and attainment of a college degree. Also it is relatively easy to make a case
for the relevance of the usual selection criteria for success in college. Affirmative action
policies in student admissions have been adopted by nearly all major universities and
colleges.

Recruitment by individual colleges and Talent Search5 centers scattered throughout
the country have greatly increased the proportion of minority applicants, but there has also
been a relaxation of the usual entrance requirements in many instances, particularly where
selection by entrance examinations would have resulted in maintaining the status quo in
minority admissions.

The claim of test bias with respect to minority students is harder to defend in college
selection than in most employment situations, and this seems especially true when tests
are used for determining admission to graduate programs and professional schools. Can it
be convincingly argued that minority group college graduates seeking admission to pro-
fessional schools suffer from cultural deprivation, or that graduate level aptitude tests are
culturally biased for minority graduates? Whatever their family backgounds, they have
gone through eight years of elementary school, four years of high school, and four years
of college. Should not sixteen years of exposure to the majority culture be sufficient to
make graduate aptitude tests appropriate for minority as well as majority students?
Graduate aptitude tests, such as the Graduate Record Examination and the Medical and
Law School Aptitude Tests, are after all intended to measure in large part the knowledge
and intellectual skills acquired in school and college; and these are the factors that best
predict success in specialized graduate programs. Is the question of cultural bias any
longer relevant, then, in the case of a law school or medical school aptitude test, when the
applicants to law school and medical school have all come through prelaw or premedical
undergraduate curricula? At this point in the student’s career, after some sixteen years of
schooling, nationally standardized tests of academically relevant cognitive skills would
seem to be a fair indicator of the student’s manifest educational attainments and his
probable capacity for further attainment in a similar academic program.

Yet such tests, when their use results in racially disproportionate admissions, are
now frequently overridden by other considerations in line with affirmative action. The
legality of such consideration, if applied differently to minority and majority applicants,
has been contested in the courts. One action, the highly publicized De Funis case, was



carried all the way to the U.S. Supreme Court, but without resulting in a decision by the
court. The case is worth summarizing as an illustration of some of the practices and issues
involved in affirmative action in graduate school admissions.

In 1971 Marco De Funis, a white, magna cum laude, Phi Beta Kappa graduate of the
University of Washington, applied for admission to the university’s law school. Appli-
cants had to submit a personal statement, a list of their extracurricular college activities, at
least two faculty recommendations, and a transcript of college grades. The application
form requested information, which was optional, of *“dominant ethnic origin.” Appli-
cants were also required to take the Law School Aptitude Test (LSAT), a nationally
standardized test administered and scored by the Educational Testing Service of Prince-
ton, N.J. No personal interview or report of economic status was required. In 1971, the
law school could admit only 150 students out of the 1,601 applicants. Among the chief
selection criteria was the Predicted First Year Average (PFYA), a validated formula
worked out by the Educational Testing Service, which combines college grades and LSAT
scores to predict academic performance in the first year of law school. White and minority
applicants were ranked separately on the basis of their PFYA, so that whites were in
competition with other whites and minority students with other minority students. Also,
the selection committee had instructions when considering minority students to give more
weight to such factors as potential community service, motivation, and maturity than to
the PFYA, which was the primary selection criterion for whites. With each group judged
separately and by a different weighting of the selection criteria, the best-qualified white
and minority applicants were admitted.

Despite a nearly A grade-point average and a high LSAT score, De Funis was
among the rejected applicants. When he discovered that a number of the admitted minority
students had lower grade-point averages and LSAT scores than his own, he filed suit in the
Superior Court of King County, Washington: DE FUNIS v. ODEGAARD (president of
the University of Washington).6 The suit charged the law school’s rejection of De Funis
was discriminatory, arbitrary, capricious, and unreasonable and in violation of the equal
protection provision of the Fourteenth Amendment. The superior court judge ruled in
favor of De Funis. In an oral decision, the judged stated:

It seems to me that the law school here wished to achieve greater minority repre-
sentation and in accomplishing this gave preference to the members of some races.
.. . Some minority students were admitted whose college grades and aptitude
test scores were so low that had they been whites their applications would have been
summarily denied. Excluding the Asians7 only one minority student out of 31
admitted among the applicants had a predicted first-year average above the plain-
tiff’s. Since no more than 150 applicants were to be admitted, the admission of less
qualified resulted in a denial of places to those otherwise qualified. The plaintiff and
others in this group, have not in my opinion been accorded the equal protection of
the law guaranteed by the Fourteenth Amendment.6

De Funis was admitted to the University of Washington Law School. The univer-
sity, however, appealed the case to the Washington State Supreme Court, which over-
turned the decision of the superior court. The Washington Supreme Court ruled 3 to 2 that
it was within the law school’s discretion to consider race as a factor in selecting the “best



qualified"” for law school. The court upheld the constitutionality of affirmative action in
student admissions, ruling that “the elimination of serious racial imbalances... consti-
tutes a compelling state interest" and that underrepresentation of minorities in the legal
profession is itself a subtle erosion of the equal protection guarantee of the Fourteenth
Amendment.

Attorneys for De Funis then took the case to the U.S. Supreme Court, which, in
April 1974, by a 5-to-4 vote, refused to review the case. The Supreme Court ruled the case
was moot, since Mr. De Funis was in fact already enrolled as a student in the University of
Washington Law School. The four Supreme Court justices who favored ruling on the De
Funis case on the grounds that it affected many others offered their opinions. Justice
William O. Douglas contended that the university was free to use any selection criteria it
pleased but that it must apply them in a “racially neutral way.” He said:

A De Funis who is white is entitled to no advantage by reason of that fact; nor is he
subject to any disability. . .. Whatever his race, he had a constitutional right to have
his application considered on his individual merits in a racially neutral manner____
The Constitution commands the elimination of racial barriers, not their creation in
order to satisfy our theory as to how society ought to be organized.

Finally, in the summer of 1978, the U.S. Supreme Court could not escape making a
decision regarding whether a person’s race is a proper consideration for college admis-
sion, in the now famous Bakke decision.” Allan Bakke was a white applicant to the
University of California’s Medical School (at Davis) who had been denied admission even
though his college grades and score on the medical school admission test were higher than
those of minority students who gained admission. The medical school’s special admis-
sions program, in line with its affirmative action policy, had set aside sixteen out of the
one hundred openings for minority students. Bakke sued the university, and the California
State Supreme Court rule in favor of Bakke, on the ground that his rejection had been
racially discriminatory. The university appealed the case to the U.S. Supreme Court,
which, in ab-to-4 decision, ruled that Bakke’s rejection by the medical school violated the

equal protection of the Constitution because it was based on a racial quota, and so
Bakke would have to be admitted to medical school. (He entered in the fall of 1978.) The
Supreme Court, however, upheld the principle of affirmative action, saying that race
might legitimately be an element in judging students for admission to universities, pro-
vided racial quotas are not involved. Thus the Supreme Court’s decision is obviously
ambiguous and will undoubtedly invite future legal actions not unlike the De Funis and
Bakke cases. The arguments in such cases will extend far beyond questions of the objec-
tive validity of entrance tests and selection procedures. The debate involves fundamental
philosophic positions and value judgments in the weighing of one social good against
another, as the growing insistence on group rights runs head on into the traditional
democratic belief in equality of individual opportunity. These questions of social policy
cannot be answered by scientists. But in the controversy surrounding affirmative action
there are implicit assumptions about the distribution of abilities and talents in the popula-
tion, and these are susceptible to scientific analysis. In fact, the nature and consequences
of racial and social-class discrimination cannot be properly understood without some
knowledge of the statistical properties of ability distributions.



SUMMARY

Discrimination, that is, reliable measurements of differences between persons, or of
differences within any one person, is fundamental in psychometrics. Discrimination per
se is neutral and essential for the legitimate purposes of assessment, diagnosis, placement,
and selection. Test discrimination between the statistical averages of different racial, cul-
tural, or socioeconomic groups in the population is an incidental by-product of the test s
discrimination among individuals within any group. No one constructs ability tests ex-
pressly to discriminate among social groups as such.

Discrimination, however, can be biased, although discrimination is not necessarily
biased. Bias implies systematic (i.e., nonrandom) errors of measurement, or of predic-
tions from measurements, in the test scores of individuals or groups. Thus, bias is
essentially a statistical concept. Minimizing bias of all kinds in test scores has been a
major aim of applied psychometrics.

The concept of “fairness” (or “unfairness”) as applied to tests and the ways in
which they are used is a value judgment based on broader social, moral, and philosophic
considerations than just the statistical issue of bias.

In general, the use of objective tests in educational and employment selection has
promoted social justice, and no other methods yet tried have proven to be as objectively
impartial as the use of tests. For example, evidence indicates that, when tests are used in
educational selection, the percentages of upper- and lower-socioeconomic-status pupils
selected for “higher education” are more nearly equalized than by any other conventional
methods of selection, such as school grades, teacher recommendations, and interview
assessments. As assessments of ability, these conventional methods of selection and
promotion do not “read through” the veneer of social-class and ethnic cultural differences
nearly as well as do objective tests, which are less liable to personal bias or prejudice.
Hence the use of tests has proven more advantageous to the upward mobility of low-status
persons in our society than have such traditional criteria for advancement as amount of
schooling, diplomas or other formal qualifications, school ties, and family connections.

These generalizations, however, may be seriously questioned in the case of black
Americans, who, it can be legitimately claimed, have not benefited from tests to anywhere
near the same extent as many other initially low-status minorities in American society.
This fact, in part, has recently fostered the official policy of “affirmative action or
preferential recruitment and selection of blacks and certain other disadvantaged minorities
in higher education and employment in higher-status jobs. The question of test bias and
the fair use of tests, in the case of these minorities, has become a major concern to
psychometric science.

NOTES

. I am indebted for these data to Dr. Jane R. Mercer, who obtained the WISC-R 1Qs and
SES ratings on representative samples of more than 1,200 white and black children in
California schools.



2. The percentages of variance were estimated as follows. First, the following correla-
tions were obtained:

Race x SES = .4381
Race x 1Q = .4955
SES x 1Q .4355

Then, partial correlations were obtained, partialing out SES from Race x 1Q and race
from SES x 1Q, yielding

.3765
.2797.

(Race x IQ)/SES
(SES x IQ)/Race

The proportion of IQ variance attributable to race and SES independently of one another is
the square of the partial correlation, that is,. 14 for race and .08 for SES.

The WISC-R Manual (Wechsler, 1974) gives .95 as the test-retest (one-month
interval) reliability of Full Scale 1Q in the age range of the present sample. This means
there is 5 percent measurement error. Thus 14% + 8% + 5% = 27%, leaving 73 percent
for variance between families (within racial and SES groups) and within families. By
variance between families is meant the interfamily variability between the means of the
siblings. Within families variance is variability among siblings within the same family.
The between and within families variances were determined from the writer’s study of
sibling correlations in large samples of whites and blacks on a highly comparable 1Q scale
(Lorge-Thomdike 1Q), which was .43 in both racial groups. This means that 43 percent of
the variance within racial groups is attributable to differences between families, which
includes SES differences. The remainder of the variance is due to variance within families
and error variance. This means that if we exclude variance due to race (14 percent) we are
left with 86 percent, and the sum of the SES variance plus variance between families
(within SES groups) divided by 86 percent must be .43, that is, we solve (8% + *)/86%
- .43, so x = 29%, which is the percentage of variance between families within SES and
racial groups. The remainder of 44 percent is the variance within families.

3. It is a quite separate question how much each of the variances in Table 3.1 is attributa-
ble to genetic and nongenetic or environmental factors. Most geneticists who have sur-
veyed the evidence are agreed that some substantial part, probably as much as 80% or
more of the 1Q variance within families (i.e., between siblings) is genetic. Variance
among families of the same race and SES level, the evidence indicates, is also at least 80
percent genetic. The genetic contributions to race and to SES variances are much more in
doubt and at present highly controversial. A reasonable case can be made that some part of
the SES variance is genetic; some would claim more than half, which would still only be
about 6 percent of the total genetic variance within a racially homogeneous population.
(But, as shown in Table 3.1, SES in any case does not account for much 1Q variance,
whether it is genetic or environmental or some combination of these factors The idea of a
genetic component in the racial (i.e., black-white) 1Q differences is the most disputed and
at present is generally regarded by geneticists as a scientifically legitimate but unproved
hypothesis (Jensen, 1973b; Crow, 1975, Denniston, 1975; Loehlin, Lindzey, & Spuhler,

4. The average 1Q difference among the races of the same SES and among SES groups of
the same race were determined directly from the data. The average absolute differences in



1Q between families and within families and the average test-retest difference (measure-
ment error) were determined indirectly by means of Gini’s formula for the relationship
between the variance and the average absolute difference among all possible random
pairings of the values within the distribution of which the variance is known (Kendall,
1960, pp. 241-242). It assumes that the values are normally distributed; the distribution of
1Qs among and within families in the present sample very closely approximates the normal
curve. Gini’s formula is \d\ = (4<@7)i where \d\ is the average absolute difference among
all randomly paired values, cr2 is the variance, and w (pi) = 3.1416. In the present
problem, cr2for each source of variance is of course the proportion of variance times the
total variance of 1Q in this sample (239.5).

. Talent Search, which is funded by the U.S. Office of Education, has centers and
programs in some seventy cities throughout the country; it finds and counsels black
students and others from poor economic backgrounds who could profit from a college
education. It has been well described in a feature article in Science by Bryce Nelson
(1969).

. De Funis v. Odegaard, No. 741727, Superior Court of King County, Washington,
oral decision September 22, 1971, findings of fact and conclusions of law October 18,
1971.

. Asian (i.e., Chinese and Japanese) students were not, in fact, included in the list
of “favored minorities” by the University of Washington Law School, as Asians were
not underrepresented when selected by the same criteria as whites. The *“favored
minorities” were blacks, Chicanos, American Indians, and Filipinos.






Chapter 4

The Distribution of Mental Ability

Reports of racial discrimination are usually presented to the public in terms of
percentages. Group differences viewed in terms of percentages often appear startling and
may give readers an impression of gross bias and unfairness in any testing, placement, or
selection procedure that could result in such disparity between groups in the percentages
who “pass” or “fail.” For example:

[Wihile blacks constitue 28.5 percent of all students in the [San Francisco] district,
66 percent of all students in mentally retarded classes are black. (San Francisco
Chronicle, June 24, 1972)

In classes for the gifted, only 5.5% are Black and 62.2% are white. (Report of the
U.S. Commission on Human Rights)

There is no doubt that our classes for the intellectually gifted would have been
totally segregated at that school if we had continued them. (Dr. R. T. Brande,
School District Superintendent, quoted in New York Times, May 22, 1974)

The Oriental representation in EMR [educable mentally retarded] classes is dispro-
portionately low for the overall Oriental school population, and the Spanish-
sumame representation is about equal to its percentage in the population. (Report
of the U.S. Commission on Human Rights)

In the construction trades, new apprentices were 87 percent white and 13 percent
black. [Blacks constitute 12 percent of the U.S. population.] For the Federal Civil
Service, of those employees above the GS-5 level, 88.5 percent were white, 8.3
percent black, and women account for 30.1 of all civil servants. Finally, a 1969
survey of college teaching positions showed whites with 96.3 percent of all posi-
tions. Blacks had 2.2 percent, and women accounted for 19.1 percent. (U.S.
Commission on Civil Rights, 1973)

Last year, the county’s school system [Baltimore], the ninth largest in the Nation,
reported 14,309 [disciplinary] suspensions. Forty-eight percent of the suspensions
were of black students, although black students made up only 28 percent of the
county’s student body. On the elementary school level, where the student body is
about 30 percent black, 67 percent of the suspensions involved black students
(Washington Post, November 5, 1974)



All these disparities in percentages are, of course, evidence of discrimination in the
neutral sense in which the term is used throughout this book. But such disparities cannot
be taken as prima facie evidence of biased discrimination.

The percentage disparities seemingly show little consistency, which may suggest
differences in bias from one situation to another. Black apprentices in the construction
trades are 13 percent of the total—close to their percentage in the general population;
blacks are only 8.3 percent of civil service workers, and 2.2 percent of college teachers.
Do these marked differences indicate varying degrees of biased discrimination in the
various occupations?

Percentages of the kind that we have just seen are the most commonly used index of
group differences because they are easy to determine, they accord with the impressions
one can gain directly from casual observation, and most persons easily understand what a
percentage means. It turns out, however, that percentages are not the only way, or even
the best way, for certain purposes, of describing these kinds of group differences. There is
another, statistically more sophisticated, way of looking at these differences that makes
them much less variable from one situation to another and makes them appear much less
striking in magnitude. Most of the percentage differences, even those as great, for exam-
ple, as the 96.3 percent white versus 2.2 percent black for college teachers, are seen to be
consistent with actual group differences no greater than the differences typically found
between members of the same family. Even average differences between groups that are
in fact quite small, relative to differences between members of the same family, can,
under certain conditions, result in extremely large differences in the percentages of each
group that are selected; and this can be true even when selection is completely unbiased.
This is an especially important fact wherever tests are used in selection. To understand it,
however, one must first know something about the form and statistical properties of the
distributions of abilities and traits in human populations.

Frequency Distributions of Test Scores

Raw Scores. A test is composed of a number of items that the subject attempts to
answer in the available testing time. The subject’s answer to each item is classified on
some quantitative scale, usually a two-category scale; Right-Wrong; or a three-category
scale: Right-Wrong-Omitted (or Not Attempted). Each category is assigned a number,
that is, Right = + 1, Wrong = - 1, Omitted = 0. These are called “item scores.” The
subject’s total raw score on the test is then simply the sum of the item scores. The total
possible range of raw scores will depend, of course, on the values assigned to the Right,
Wrong, and Omitted categories, and on the number of items in the test. The simplest form
of item scoring is Right = 1 and Wrong or Omitted = 0; the raw score then is simply the
number Right, and the possible range of raw scores goes from zero to n, where n is the
number of items in the test.

Score Distributions.  When atest is given to a number of persons, their raw scores
can be tallied in the form of a frequency distribution. Say, a test made up of nine items is
given to one hundred persons. The frequency distribution of raw scores might look like
that in Table 4.1.

The number of persons obtaining each score is shown in the/ (frequency) column.
The cumulative frequency distribution (Cum. f) shows the number of persons who ob-



Chapter 4. The Distribution of Mental Ability

Table 4.1 Frequency distribution of a nine-

item test.

Raw Score / Cum./

High 9 100
8 98
7 94
6 15 85
5 20 70
4 20 50
3 15 30
2 9 15
1 4 6

Low 0 2

tained a given score or lower. If we dividef or Cum./ by N, the total number of persons,
and multiply by 100, the frequencies and cumulative frequencies are converted to percent-
ages. (Since N = 100 in this example, the frequencies and percentages are the same.)

A frequency distribution can be shown graphically as a frequency polygon, as in
Figure 4.1. This distribution approximates the so-called normal distribution as closely as
is possible with 100 persons taking a nine-item test. (The “normal” curve will be ex-
plained shortly; the use of the term “normal” has a purely mathematical meaning here and
does not have the popular connotation that contrasts normal to abnormal.)

Certain important features of a disbribution are quantified in terms of “descriptive

Figure4.1. A frequency polygon hypothetically based on 100 persons taking
a nine-item test. With only 100 persons, this is as close as the frequency poly-
gon can approximate the normal, or Gaussian, distribution, for a nine-item
test.



statistics. It is practically impossible to discuss score distributions without knowing the
precise meaning of the most common descriptive statistics.

The mean, median, and mode are ways of describing the “central tendency” of the
distribution, that is, the most typical or average score. The mean is simply the arithmetic
average, that is, the sum of all the scores divided by the total number of scores. In
statistics it is expressed as X = 2 XIN, where X is a score, the symbol 2 means “the sum
of,” and/V is the total number of scores. A bar over the X, called “X-bar” (X), signifies

the mean of all values of X in the distribution. ” The median is that score that divides the
frequency distribution exactly in half; half the total number of obtained scores fall above
the median and half below. (The Median is the same as the 50th percentile, since 50
percent are above and 50 percent are below the median.) The mode is the most frequently
obtained score. (If two adjacent scores have the same highest frequency, the mode is the
average of the two scores.) Some distributions have two modes and are called bimodal.

The variance (crd* and standard deviation (cr)* are ways of describing the amount
of dispersion, spread, or variability of the scores in the distribution. If everyone obtained
the same score, there would be no variability, and cr2and cr would both equal zero. The
variance is the average of the squared deviations of every score from the mean. (It is
sometimes called the mean square deviation.) Algebraically it is expressed as cr2 =
%(X - X)2/N. The standard deviation, cr, is simply the square root of the variance (crand cr2
are each useful in different kinds of statistical analysis; cris the most commonly used to
describe the dispersion of a distribution).

The frequency polygon can have almost any shape. For example, all the persons
taking the test could have obtained a score of 9, or of 0, or any other score. A moment’s
reflection makes it obvious that the shape of the distribution will depend on the difficulty
of the items for the persons taking the test. If all the items are very easy, for example,
every person in the sample might get a score of 9.

Several characteristic types of distribution are shown in Figure 4.2. Each of these
distributions illustrates an important point in psychometrics and introduces an often-used
technical term that it will pay the reader to know. Each of the distributions in Figure 4.2
departs conspicuously in some way from the “‘normal *’ distribution shown in Figure 4.1.

Distribution A is a rectangular distribution. Such a distribution has roughly equal
frequencies at every score. A test that yields a rectangular distribution is comprised of
items that differ in difficulty in such a way as to maximize the number of persons
discriminated by the scores. So the standard deviation (cr) and variance (cr2) of distribution
A are much greater than in the roughly normal distribution of Figure 4.1, although both
distributions have the same mean and median. A rectangular distribution has no mode.

Distributions B and C are skewed distributions; B is negatively skewed (skewed
left), and C is positively skewed (skewed right). The greater the degree of skew in a
distribution, the greater the difference between the mean and the median; note that skew-
ness moves the mean more than the median—the mean is always pulled further in the
direction of the skew (i.e., the more pointed end of the distribution; one index of skewness
is (Mean - Median)/cr). A test will yield a negatively skewed distribution of scores if it
has too many easy items; then almost everyone gets a high score and only a very few get
the lower scores. A test with too many difficult items yields a positively skewed distribu-
tion, with a pile-up toward the low-score end of the distribution. Skewed distributions can



Figure 4.2. Possible frequency distributions of a nine-item test taken by one hundred

persons, with the form of the distribution determined by various item characteristics
described in the text.

Test Score

be made more symmetrical by including either more easy or more difficult items in the
test. A test that has a symmetrical or normal distribution in one group, say, 10-year-olds,
may yield skewed distributions in other groups, say, 6-year-olds or 14-year-olds.

Distribution D is a leptokurtic distribution. There are more scores at the extremes
and more in the middle range. Consequently the standard deviation and variance can be
greater than in the normal distribution. A test will yield a leptokurtic distribution if it
contains too few very easy and too few very difficult items.

Distribution E is bimodal, with its major mode at score 2 and its minor mode at
score 7. A bimodal distribution nearly always means that the sample of persons tested
represents two different groups. If distributions were plotted separately for each of the
groups, they would be unimodal. A bimodal distribution will result, for example, if the
same test is given to groups of fourth-graders and sixth-graders and their scores are
combined in a single distribution. When a statistician sees a bimodal distribution, his first

impulse is to ask what are the two groups making up the distribution that, when separated,
would produce two unimodal distributions.



Distribution F is said to be U-shaped. Such distributions are an extreme case of
bimodality, with a marked piling up of the most extreme scores at both ends of the
distribution. (Ifthere is a piling up at only one extreme and the distribution trails off at the
other extreme like a skewed distribution, it is called a J-shaped distribution.) A U-shaped
distribution usually means that the test is very easy for about half the subjects taking the
test and very difficult for the other half. We would suspect such a distribution to represent
two different groups, and we should ask what the basis of this grouping is. One can
imagine, for example, a math test that would be very easy for anyone who had taken a
course in algebra but very difficult for anyone who had not. If such a test were given to a
group of persons about equally divided among those who had or had not studied algebra, it
would most likely yield a U-shaped distribution. If given to just one group or the other" it
would yield a J-shaped distribution.

It must be fully obvious by now that the form of the distribution of test scores is very
much a function of the difficulty levels of the items in the test. By juggling item difficul-
ties, the psychometrician can make up a test having almost any kind of distribution he
pleases. But not quite; there is a bit more to it than that.

Score Distribution as a Function of Item Characteristics

The form of the distribution of test scores is influenced by three factors that depend
on the characteristics of the items in the test. These three item characteristics are termed
difficulty, homogeneity, and stability.

The difficulty of an item is objectively defined as the proportion of subjects in a
given population (or sample from a population) that passes the item (i.e., gets it “right”).
Difficulty is indexed by the symbolp (for proportion passing). Note than an item’sp value
is a specific to a particular group of persons or a sample of a population to whom the test
was administered.

Homogeneity refers to the degree of correlation* among the items in a test. Correla-
tion, symbolized as r, is an index of degree of association; it varies continuously from -1
(perfect negative association) to 0 (no association at all) to +1 (perfect positive associa-
tion). The average correlation between all possible pairs of items in a test is a measure of
homogeneity. Another measure of homogeneity is the average of the correlations between
every item and the total scores on the test. (This, in fact, is equal to the square root of the
average item intercorrelations.)

Stability here refers to the consistency of the subject’s response to an item. If the
subject’s response to the item is highly variable, being easily affected by extraneous
factors, such as the subject’s momentary mood, the item is said to have low stability, and
therefore variance among a subject’s responses to the item is said to reflect largely mea-
surement error. One way of determining measurement error (or, conversely, stability) is
by giving the same test twice to the same subject. The correlation between the scores
obtained on the two occasions is the stability (or test-retest reliability). (One can correlate
the total scores on the test or scores on single items.) An item with low stability is often
badly designed, ambiguous, or too dependent on how the subject just happens to look at it
Detecting and eliminating such defective items is a part of the process of test construction.
Yet some margin of measurement error always remains; it can never be eliminated en-
tirely. Test constructors can only try to minimize it.



Measurement error affects the form of the frequency distribution indirectly through
its effect on the item intercorrelations or homogeneity of the test. Unreliable mea-
surements cannot be highly correlated, and the measurement error in items weakens (or
attenuates,* to use the statistician’s term) the correlations between items.1This actually
simplifies our problem. Because item intercorrelations (homogeneity) are partly a function
of item stability, we only have to deal directly with two parameters—item difficulty and
item homogeneity—to explain the frequency distribution of total scores on a test.

The mean, X of the distribution is a function of the item difficulties. Ifpt is the
proportion of subjects passing a given item, the mean p value for the whole test is the sum
of the p values of all items divided by the number of items, n, orp = ‘'tpln. The mean
score on the test isX =pn, which is the same as the sum of the item/? values. Obviously,
adding more easy items to a test raises the mean and adding more difficult items lowers it.

The variance of the distribution is a function of the item difficulties and the item
intercorrelations. This can be expressed as follows:

(4.1)
where

€| = the variance of test scores

p = the proportion passing an item,

g = 1- p, orthe proportion not passing the item,

rll} = the correlation between any pair of items (designated i and j), and
a; andl j = the standard deviations of items i and j. o* = Vpiqt-

This equation can also be expressed in another way, as the variance of a single item €?is
simply Pigt and the covariance between two items Cy is ri,oiai. Thus equation 4.1 can
be rewritten to show that the variance of test scores is the sum of the item variances plus
twice the sum of the item covariances:

erf = Serf + 2SCam (4.2)

To remove any mystery, let’s see just where equation 4.2 (which is algebraically equiva-
lent to equation 4.1) comes from. To illustrate, assume that we have a test of only two
items, | and J. Assume also that answers to the items are scored Right or Wrong, that is, 1
or 0. Then a person’s score, X, on the test will be the sum of his or her scores on the
individual items, that is, X =1 + J. Recall that the variance of the test scores, 01, is the
mean of the squared deviations of all the X ’s from the mean of X. If, for simplicity, we
represent raw scores as upper-case letters and deviations of scores from the mean of their
distribution as lower-case letters, the variance of X is §& = Xx2/N, where N is the
number of subjects. Since X=1+J,x=i+j and cr® = X(7 +j)2IN. If we square the
expression (i +j), we have

(i +j)2 =i2+ 2ij +j2 (4-3)2

If we sum each of these terms over all persons and divide by the number of persons, N, we
have

201 Yy (4.4)
N



Notice that %i2/N is the variance of item I, or of, and that \ j 2/N is cr/. The term
Xij/N is called the covariance, Ci}, ofitems | and J. (Cu is the sum of the cross-products
of individuals deviation scores on items | and J divided by the number of individuals,
N. The correlation r{j is equal to Culaicr,.)

So we see that the variance of test scores is made up of the variances of the single
items and twice the covariances of all the possible pairs of items in the test. Readers who
have not worked in psychometrics may wish to see a very simple example of all this
worked out on some actual data.3

Let us note some of the important implications that equations 4.1 and 4.2 have for
the distributions of test scores:

The variance will approach a maximum as (1) the difficulty level p of all items
approaches .5 (since the item variance pg = .25 is at the maximum when p = .5) and (2)
the inter-item correlations approach unity. The maximum possible variance cr|mex is
attained whenp = .5 and r{f = 1 and is equal to

cimx= nP2+ n(n - Lrvp2=p2n2, @4.5)
where

n = the number of items in the test (the expression n(n - 1) is the number of all
possible pairs—and hence the number of item intercorrelations—among n
items),

p = the mean of the items’ p values, in this case .5, and

rij = the mean of all the inter-item correlations, in this case 1.

Thus the maximum standard deviation that a test’s raw scores can possibly have is
cr = V-25n2 = .5n. The mean of such a test also equals .5n. But such a test would
produce an extremely freakish distribution—a two-point distribution, with half of the
subjects obtaining a perfect score and half of the subjects obtaining a score of zero. With
perfect inter-item correlations, all items but one would be redundant. One need administer
only a single item, which subjects would either pass or fail. This maximizes the variance,
to be sure, but it is a poor test because it makes too few discriminations; it merely
separates the sample of subjects into two broad categories—those who “pass” and those
who “fail. ’” Within each of these two broad categories, the test makes no discriminations.

For the test to make more discriminations, we would need to lower the item intercor-
relations. (Ifthe item intercorrelations were all perfect (i.e., r = 1.00) and all we changed
were the item difficulties, the test would make even fewer discriminations, since, with p
less than or greater than .5, the distribution of scores would not be divided evenly between
“pass” and “fail.”) As the item intercorrelations progressively go down, the two-point
distribution first changes to a U-shaped distribution (as with F in Figure 4.2), then to a
bimodal distribution (E in Figure 4.2), then to a rectangular distribution (A in Figure 4.2),
then to a normal distribution (Figure 4.1), then to a leptokurtic distribution (D in Figure
4.2), with cr finally reaching the minimum possible cr as ru becomes zero. The minimum
possible cris VX pq, which, by definition, is entirely error variance. At the same time, the
variance of test scores will have diminished from the maximum (for the two-point distribu-
tion) to zero (for the one-point distribution). The desirable test must fall somewhere
between these extremes. For reasons that | shall explain in the next section, the “normal”
distribution is generally considered the most desirable. But actually the most ideal form of



the distribution depends mainly on the use that one wishes to make of the test, and for
some uses a normal distribution is of no particular advantage.

But let us turn back to equation 4.1 for a moment. Notice that it is made up of two
components of variance, one, 'tpqg, due to item difficulty levels, and the other, 2Xr,j o, aj ,
due to item covariances. An important point here is that the summation of the item vari-
ances is directly related to the number of items, n, whereas the number of covariances is
much larger, namely, n(n-1), so that adding more items to a test increases the covari-
ance part of the total variance at a much greater rate than the part of the variance due to
item difficulty per se. Thus item intercorrelations essentially are the most powerful deter-
minant of the characteristics of the distribution of scores. Item difficulties alone affect
skewness, whereas item intercorrelations affect the variance and the general shape of the
distribution. An average item difficulty of greater than or less thanp = .50 results in posi-
tive or negative skewness. Moderately high inter-item correlations produce relatively flat
(“platykurtic™) or rectangular distributions; low inter-item correlations produce leptokur-
tic distributions; and moderate inter-item correlations produce a distribution resembling
the normal curve.

The fact that the average inter-item correlation is positive means that most of the
items must be measuring something in common for them to be positively correlated with
one another. If the items were all measuring quite different abilities, the item intercorrela-
tions would be zero, and the total variance would be 'Zpg. The total test scores would
make no true discriminations at all. Without positive inter-item correlations, test scores
would represent only error variance. What is called the internal consistency reliability
rxx of a test reflects the proportion of variance in test scores due to the covariance term
(in equation 4.1); that is,

N 2XrAosad (4,6)
r*x ~ 'Lpgq + 22rij(ricrj '

The maximum possible value of equation 4.6 for a test of n items is (n - 21)/n; this
is taken into account in a proper estimate of reliability.4

The reliability rxx tells us the proportion of the variance in test scores that is
attributable to whatever it is that the test is measuring, called true score variance. The
remainder, 1 —rxx, is error variance made up of measurement error, item specificity
(defined later), and a “difficulty factor” due to having a range of item p values, so that
the term 22riJ<Ti<§ in equation 4.6 is smaller relative to 'ipq than would be the case if all
p values were .50.

We have already seen that a hypothetical test composed entirely of items each
having difficulty of p = .50 and perfect item intercorrelations, ru = 1, maximizes the
variance but produces a two-point distribution, dichotomizing the group of subjects
equally into two groups. Any single item of such a test could do the same thing. To make
further discriminations we need items that will similarly dichotomize each of the two
groups. Assuming perfect inter-item correlation and therefore equivalence of items, we
could dichotomize the upper group with an item having p = .25 (in the combined groups),
and we could dichotomize the lower group with an item having p = .75. So, with three
items with difficulties of .75,.50, and .25, we have divided our sample evenly into
fourths. Theoretically we could continue this process, dividing each of the groups further



and further by finding items of intermediate difficulties, until we had made as many
discriminations as we wished. If now we combined all these items ranging widely in
difficulty into one test and gave the test to all the subjects, the resultant distribution of total
test scores would tend to be rectangular. If we carried the dichotomization far enough, of
course, no two persons would have the same score.

If it turns out that no person who passes any given item of difficulty p fails any item
with a difficulty less than p, and no person who fails any item of difficulty p passes any
item with a difficulty greater than p, the items form what is called a perfect Guttman
scale. It is like a graded series of hurdles, each hurdle being equivalent to a test item.
Any person who can jump over a 3-foot hurdle, for example, can jump all hurdles that are
less than 3 feet; and anyone who fails to jump a 3-foot hurdle will fail all hurdles of more
than 3 feet. In such an ideal scale we know that all the items must be measuring one and
only one thing, thus such a scale is said to be unidimensional.

But here is an interesting point. Such a test as we have just made up by successively
dichotomizing the distribution maximizes the number of discriminations, but it does not
maximize the variance of the distribution of scores. One cannot possibly maximize both
things at the same time. So we sacrifice some of the potential variance for the sake of
greater discrimination. The reason that you cannot maximize both at the same time is that
average item intercorrelation (and hence the average item covariance) decreases the more
the items differ in difficulty.5 This diminishes the covariance term in equation 4.1 and
thereby reduces the total variance. Yet we have seen that the items must be spread over a
wide range of difficulty level if they are to maximize discriminations.

In reality it turns out that perfect Guttman scales rarely if ever exist in mental tests
composed of items, because no items measure perfectly—they all contain some error.
That is, some of the variance pg on every item is error variance; this measurement error
lowers the item intercorrelations, which in turn reduces the absolute variance of the test
scores. But errors of measurement also have another important effect on the distribution.
Because errors of measurement are by definition random and independent (i.e., totally
uncorrelated with one another or with anything else), they are distributed according to the
“laws of chance,” which means that they are distributed “normally,” that is, according
to the normal curve. Hence, if we allow some measurement error to enter into the items of
the imaginary ideal” test we have constructed in the example preceding, the rectangular
distribution of scores on the “ideal” test will be combined with the normal distribution of
errors, making for a distribution that is something between the rectangular and the normal.

Also, in reality a single test item nearly always measures something that is not error
but might as well be, as it does not correlate with any other item in the test. It is a unique
source of variance entirely specific to a particular item. These uncorrelated components of
variance m each item, called item specificity, have the same effect on the distribution of
test scores, for all practical purposes, as errors of measurement.6 (They are not necessar-
ily normally distributed as are errors of measurement, but in actual fact they usually are )
Therefore when real items are selected according to their p values so as to maximally
discriminate among individuals in any particular group of persons (say, all 10-year-olds)
errors of measurement and item specificity tend to force the distribution of scores toward
the form of the normal distribution. Because of error and item specificity, it is hard to
avoid the test scores’ falling into a distribution resembling the normal, so that even very
casually constructed tests usually yield score distributions that look roughly normal. The



most common departure from normality of casually made tests is skewness, which results
when the item difficulties are not more or less evenly spread over the full range of
difficulty and the average item difficulty p deviates from .50.

Although a rectangular distribution maximizes discriminations, there are a number
of good reasons for preferring a test that yields a more or less normal distribution of
scores.

The Normal Distribution

It is claimed that the psychometrist can make up a test that will yield any kind of
score distribution he pleases. This is roughly true, but some types of distributions are
much easier to obtain than others. However, the fact that the form of the distribution is
merely a function of the item difficulties and item intercorrelations, as explicated pre-
viously, and the fact that these properties are rather easily manipulated by means of item
selection, which is an important aspect of the whole process of test construction, surely
means that there is nothing inevitable or sacred about any particular form of distribution
with regard to mental test scores.

Why then have psychologists settled on the normal distribution in preference to
other possible distributions in constructing mental tests? It is important to understand the
main reasons for this preference, since many of the critics of mental tests have railed at
what they view as the entirely arbitrary normal distribution of 1Qs or other mental test
scores. It is even argued by some critics that mental test scores were made to yield a
normal distribution of scores only to support the argument that a privileged elite—a small
fraction of the population—have superior ability and therefore are justified in lording it
over the vast majority of their fellows with mediocre ability and below, in other words, the
large proportion of the population in the middle and lower part of the normal distribution
(e.g., Simon, 1971, pp. 65-71).

Historically, the first workable mental tests were constructed without any thought of
the normal distribution, and yet the distribution of scores was roughly normal. Alfred
Binet, in making the first practical intelligence test, selected items only according to how
well they discriminated between younger and older children, and between children of the
same age who were judged bright or dull by their teachers, and by how well the items
correlated with one another. He also tried to get a variety of items so that item-specific
factors of ability or knowledge would not be duplicated (and so would not contribute to the
inter-item correlations), and he tried to find items rather evenly graded in difficulty, so as
to discriminate among children over a wide age range. Under these conditions it turned
out, in fact, that the distribution of raw scores (number of items correct) within any
one-year age interval was roughly normal.

The original Wechsler-Bellevue Intelligence Scale (Wechsler, 1944) was also con-
structed without reference to the normal curve. Wechsler sought items ranging widely in
difficulty, spread more or less evenly from very simple to very difficult items, and having
a considerable variety (which lowers the inter-item correlations, averaging only .10 in the
Wechsler test). Items were not selected to produce a normal distribution. In fact, Wechsler
states with reference to the usefulness of a scale:

In general it is desirable that the range [of scores] be as wide as possible, that the
measures be continuous, and that there be no piling up of scores at any point. Some



authors also believe that the resulting frequency curve ought to be Gaussian [i.e.,
normal] or as nearly Gaussian as possible. The last requirement seems to be a result
of the wide-spread but mistaken belief that mental measures distribute themselves
according to the normal curve of error.  (Wechsler, 1944, p. 126)

Yet the distribution of IQs on Wechsler’s test turned out to be a slightly negatively skewed
normal curve, that is, with an excess of very low scores, as shown in Figure 4.3. Because
the p values or difficulty levels of the hardest items in the Wechsler are as low as .01,
adding still more difficult items would not appreciably alter the skewness of the curve;
only about the upper 1 percent of the distribution would be further spread out by having
more difficult items. There will be more to say about this skewness later on.

Another test, the Pintner Ability Test, dating from 1923, which was not constructed
with reference to the normal curve showed the following distribution of 1Qs among a
national sample of fourth-graders (Figure 4.4). The obtained distribution is shown in the
form of a bar graph (or histogram); a normal curve is superimposed for comparison. There
is still a slight negative skewness, but the excess of very low 1Qs seen in Figure 4.3 is
lacking, as most children with extremely low IQs are not found in the public schools, in
which this sample of 7,273 children was tested.

The well-known Stanford-Binet Intelligence Test, like the original Binet test, was
not constructed with the normal distribution as a criterion for item selection, but the 1Qs in
the 1937 standardization sample are close to normally distributed, again with a slight
excess at the lower end of the distribution, as shown in Figure 4.5.

The simple fact is that a test unavoidably yields a near normal distribution when it is
made up of (1) a large number of items, (2) a wide range of item difficulties, (3) no
marked gaps in item difficulties, (4) a variety of content or forms, and (5) items that have
a significant correlation with the sum of all other item scores, so as to ensure that each

Figure 4.3. Distribution of Full Scale 1Qs on the Wechsler-Bellevue Intelligence Scale
for 1,508 persons of ages 10 to 60 years. (From Wechsler, 1944, p. 127) °



Figure 4.4. Distribution of 1Qs on the Pintner Ability Test in a national sample of 7,273
fourth-grade children. A smooth normal curve is superimposed on the actual distribution,
which is shown in the form of a histogram or bar graph. (From Lindvall, 1967, p. 89)

item in the test measures whatever the test as a whole measures. (Items that are uncorre-
lated or negatively correlated with the total score can only add error to the total scores.)
These are all desirable features of a test. Critics never seem to attack these commonsense
features of tests that inevitably lead to a close approximation to the normal distribution.
One would have to violate all these commonsense desiderata to produce a test that would
yield a distribution of scores that departs at all radically from the normal.

But there are more fundamental and theoretical reasons to justify the normal distri-
bution of mental test scores. After all, we could simply ignore the “accident” of roughly
normal distributions that result when tests are constructed without specific reference to the

Figure 4.5. Distribution of 1937 Stanford-Binet 1Qs of 2,904 persons of ages 2-18
years. (From Terman & Merrill, 1960, p. 18)



form of the distribution, and work at it to make the score distributions take on some other
shape. Why argue for a normal distribution?

To proceed any further with the argument, it must be made clear why there should
be any argument at all. Scientists have never argued about the distribution of height, or
brain weight, or life span, or pulse rate, or the air capacity of the lungs. So why should
there be any dispute about the distribution of mental measurements?

The Scale Problem. Each of the physical measurements just mentioned consti-
tutes an absolute scale; that is, the measuring instrument in each case has a true zero point
and the units of measurement are equal intervals throughout the entire scale. The mea-
surements therefore have two important properties: (1) they are additive and (2) they can
yield meaningful ratios. (Thus an absolute scale is also called a ratio scale.) Unless the
units of measurement are equal intervals at every part of the scale, they cannot be additive.
If our yardstick did not have equal intervals, 4 inches plus 5 inches would not necessarily
total the same actual length as 3 inches plus 6 inches, and the distance between the 2-inch
and 12-inch marks would not necessarily be the same as the distance between the 20-inch
and 30-inch marks. Also, if there were no true zero point on the scale, our measurements
could not form meaningful ratios; the ratio of 2 inches to 1 inch would not be the same as
the ratio of 8 inches to 4 inches. Without a true zero point on our scale for measuring
weight, we could not be sure that a 200-pound man is twice as heavy as a 100-pound man.
All we would know is that the 200-pound man is 100 pounds heavier than the 100-pound
man; but we could not say he is twice as heavy.

An interval scale has equal units but no true zero point; the zero point on such a
scale is arbitrary. The ordinary thermometer is a good example of a measuring device that
is only an interval scale; the zero point of the centigrade thermometer is arbitrarily set at
the freezing point of water and 100° C is arbitrarily set at the boiling point of water (at sea
level), the distance between those points is divided into equal units. (It was not until long
after the invention of the centigrade thermometer that it was known that the absolute zero
of temperature is at -273° C.) So we cannot say that 60° C is twice as hot as 30° C. But,
since we have an interval scale, we can say 45° C is halfway between 30° C and 60° C, and
we can demonstrate this by mixing equal quantities of liquid at 30° C and 60° C to yield a
mixture at 45° C. By combining different amounts of liquid at different temperatures, we
can thus test the equality of all the intervals marked on the thermometer scale.

At least an interval scale is required for the form of the frequency distribution of our
measurements to be meaningful. If the numerical values of the measurements do not
represent equal units of the thing being measured, then of course the form of the frequency
distribution, plotted on such a scale, will only reflect the peculiarities of the unequal units
between different points on the baseline. Unfortunately we have no direct way of knowing
whether the scores on most mental tests constitute an interval scale. We can only be sure
that they are an ordinal scale. Measurements on an ordinal scale can only represent
“greater than” or “less than”; but we cannot know how much “greater than” or “less
than. Thus the measures only denote rank order. The hardness of gems is measured on
an ordinal scale; if gem A can scratch gem B, but B cannot scratch A, then A is ranked as
harder than B, and all substances can thus be ranked in hardness. Diamond is at one
extreme, talc at the other, but all the substances in between, although they are assigned
ordinal numbers indicating their rank order, do not represent equal differences in degree of
hardness. Test scores are analogous; they merely rank order individuals. Whatever the



numbers assigned to the scores, they can only be compared with one another in terms of
“greater than” or “less than.” Individuals’ test scores could be changed to any other
numbers that one pleased as long as their rank order remained the same. Obviously then,
the shape of the frequency distribution of scores that are only an ordinal scale is quite
meaningless, or at best trivial.

How can we get a mental test that will yield scores on an interval scale, so that the
shape of the frequency distribution of scores is meaningful? We have no independent
yardstick of ability as we have when we measure height. (It is easy to test whether the
marks on your yardstick for measuring height are equal intervals; for example, if we cut
the yardstick at the 18-inch mark, will the two pieces when laid side by side have the same
length?) The mental test itself is our yardstick, but the scale properties of the scores are
what we do not know. So how can we ever make sure that the test scores represent an
interval scale?

We simply assume what the distribution of scores should look like if we had an ideal
test that measured the trait or ability in question on a perfect interval scale. Then, if we can
construct an actual test that in fact yields a score distribution like the one we have
assumed, we can be absolutely certain that the scores are on an equal-interval scale—
provided, of course, that we are correct in our initial assumption about the true shape of
the distribution. For most mental abilities, and particularly general intelligence, psycholo-
gists have assumed that the true distribution is the normal distribution. Ipsofacto, any test
of intelligence that yields a normal distribution of scores must be an interval scale. The
logic boils down to the one crucial question: What is the justification for the assumption of
normality?

Physical Measurements. Many physical traits measured on an absolute scale
show approximately normal distributions, and usually the larger the sample of mea-
surements, the closer is the distribution to the normal. For example, Figure 4.6 shows the
distribution of height in 91,163 young men called up for military service in England in
1939; a normal curve (dashed line) is superimposed. It can be seen that the actual
distribution of height is extremely close to normal, except for a slight excess at the lower
end of the distribution, similar to that in Figure 4.3. Brain weight is another example, as
shown in Figure 4.7.

The distribution of birth weight, shown in Figure 4.8, is nearly normal, but again
with a slight skewness at the lower end of the scale.

Because many human physical traits are closely in accord with the normal curve, it
is assumed by analogy that mental ability is also.

Most physical abilities, too, show a normal distribution when they can be measured
on an absolute scale, such as strength of hand grip (measured as pounds of pressure),
simple reaction time, running speed (in feet per second), jumping distance, tapping rate
(number of taps with pencil per minute), the number of X’s (of a standard size) that a
person can make with a pencil in one minute. Because there is no clear point that separates
physical from mental abilities, we may presume that mental abilities are also normally
distributed.

A few mental abilities can be measured on an absolute scale; for example, the
number of digits that a person can repeat in the correct order when he sees or hears a series
of n digits and n is varied over a reasonable range. Durning (1968) gave such a test to
5,539 U.S. Navy recruits. Digit series of from four to ten digits were read aloud at the rate



Figure 4.6. Distribution of stature in young Englishmen called up for military service in
1939. The position of the mean Q) is indicated by a solid vertical line and of the standard
deviation (cr) as vertical broken lines. A normal, or Gaussian, curve with the same mean
and standard deviation is superimposed on the actual data. (From Harrison et al 1964

p. 201)

of 1 second per digit and subjects scored one point for every digit recalled in the correct
order, with a possible range of scores from 0 to 49. The test is repeated three times, so
that the possible range of total scores goes from 0 to 147. The distribution of scores on
this 147-point interval scale is almost perfectly normal (see Figure 4.9), except for a slight
truncation at each end: at the upper end undoubtedly due to the fact that the test was not

Figure 4.7. Distribution of brain weights (obtained directly by use of the balance) of
European males aged 21 years and over. (From Baker, 1974, p. 430)
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Figure 4.8. Distribution of birth weights of 13,730 human infants in England. (Based
on data from Kam & Penrose, 1952)

Birth Weight (pounds)

quite hard enough, and at the lower end because Navy recruits are selected on mental tests
with cutoff scores that exclude the lower 10 percent of the population. Digit memory tests
consisting of one to fifteen digits would certainly come very close to yielding a normal
distribution of scores in the general population.

As we move on to even more intellectually loaded performances that can be mea-
sured on an absolute or interval scale, we find that the distribution of measurements still
approximates the normal curve. For example, vocabulary is highly correlated with other
measures of intelligence. The size of a person’s vocabulary constitutes an absolute scale,
with the word as the unit. Some vocabulary tests are made up by selecting words at
random from a dictionary, and scores on such vocabulary tests should be distributed
approximately the same as the distribution of total vocabulary. It is consistently found that
vocabulary so measured is approximately normally distributed within any given age
group. Figure 4.10 shows the distribution of vocabulary scores in a group of 360 11-
year-old boys.

Thus it seems a reasonable presumption from the distribution of relatively simple



Figure 4.9. Smoothed frequency distribution of total scores on a digit-span
memory test given to 5,539 U.S. Navy recruits. The total possible range of
scores is 0 to 147. (From Duming, 1968)

Total Digits Correct

mental performances, for which the interval scale properties of the measurements are
self-evident, that mental ability in general is normally distributed. But there are also more
important lines of reasoning than this argument, which is based only on generalization and
analogy.

Psychophysical Scaling of Test Items.  Burt (1957) constructed an intelligence test
by means of a technique in psychophysics known as scaling by “just noticeable dif-
ferences” orjnd’s. It is a method for obtaining an equal-interval scale of a psychological
variable, in this case, item difficulty. A large number of intelligence test items, like those
found in IQ tests such as the Stanford-Binet, were presented in all possible pairs to twenty
teachers, who were asked to judge whether the two items of a pair were approximately the
same or different in difficulty and to indicate which item they thought was the more
difficult. A pair of items having a “just noticeable difference” in difficulty would be
judged as being the same in difficulty by 50 percent of the judges and as being different by
50 percent of the judges. By obtaining such 50:50 judgments on a large enough number of
items, it was possible to rank order test items differing by one jnd in judged difficulty.
This set of items, therefore, was selected entirely without reference to actual difficulty
level in terms of item p values. The items thus scaled in terms of jnd's constitute a
psychophysical scale of equal-appearing intervals based on judgments of item difficulty.
When this set of scaled items was administered as a test to a large random sample of
London school children, the resulting distribution of scores was approximately normal,
except for a slight excess of very low scores. The distribution, furthermore, was almost
identical to the distribution of Stanford-Binet IQs in the same population (shown in Figure
4.11), although the Stanford-Binet test items had not been scaled by this method.



Sibling Differences. It has been argued that, if intelligence is normally distributed
in the population and if intelligence test scores are normally distributed, it must mean that
the scores are an equal-interval scale. Now, if we really have an equal-interval scale, we
should expect that, if we pick a person with a score near the high end of the scale of
measurements, that individual should differ from his or her own siblings by the same
amount as does a person with a score equally far toward the low end of the scale. There is
no theoretical reason to believe that sibling differences should be greater or smaller above
the mean than below the mean. If the test scores were not an interval scale throughout the
full range, and the differences between high scores were not really the same as nominally
equal differences between low scores, we should expect sibling differences to vary sys-
tematically at different points on the scale. But this is not the case. Sibling differences, on
average, are the same for high as for low 1Qs, until we come to the very low 1Qs below
about 50, where the normal curve no longer holds.

Furthermore, we have a theory of intelligence—the polygenic theory—that is en-
tirely independent of any test of intelligence. (The same essential polygenic theory applies
also to all continuous characteristics in all plants and animals.) The theory, which will be
explained later, predicts the magnitude of the difference between siblings, provided the
measurements are an interval scale. It predicts that, on the average, the score of a person’s
sibling will fall halfway between the score of the person and the mean score in the
population from which the person is selected. This phenomenon is known as regression to
the mean. It results because each full sibling inherits a random half of the parental genes
(i.e., half of each parent’s genes combine in the fertilized ovum from which the new
individual develops); siblings therefore, on the average, have half of their segregating
genes (i.e., genes that make for variance in the trait) in common, causing them to be
correlated .50. A sibling correlation of .50 implies that for persons who deviate from their

Figure4.10. Distribution of scores on avocabulary test given to 360 11-year-
old boys. (From Garrett, 1951, p. 268)



Figure 4.11. Distribution of Stanford-Binet 1Qs in 2,835 children between
ages 6 and 11 years randomly drawn from London schools. The dashed curve
shows a normal curve fitted to the mean and standard deviation of the actual
data. (From Burt, 1957, p. 171)

population mean by X units, their siblings, on the average, will deviate .50X units from
the mean. This prediction is derived from purely theoretical considerations that are en-
tirely independent of any intelligence tests. Yet the prediction of the sibling differences
could be borne out accurately only if the measurements were on an interval scale. The
prediction has in fact been borne out in many studies using standardized intelligence tests
constructed entirely without reference to polygenic theory.

Theoretical Basis ofthe Normal Distribution.  The polygenic theory of individual
variation in mental ability leads us to expect a more or less normal distribution of ability in
the population and a normal distribution of ability among siblings within the same family.7
Without going into the evidence for the polygenic theory of intelligence, which is now
generally accepted by geneticists, | shall indicate its theoretical connection with the
normal distribution of ability.

The polygenic theory holds that individual variation in intelligence is the result of a
number of small, similar, and independent influences that either enhance or diminish the
development of a person’s intelligence. These influences are hypothesized to be primarily
genetic, but environmental influences also contribute a share of the variation. (For the
most part, the environmental influences, like the genetic ones, also consist of a number of
small, similar, and independent, i.e., uncorrelated, influences.) The units of genetic
influence are the genes. It is well established in the science of genetics in general that the
genes involved in continuous traits (e.g., height, fingerprint ridges, lung capacity, blood
pressure) do in fact act as a number of small, similar, and independent influences, each
gene either enhancing or diminishing the particular trait. Total scores generated by the
summation of a number of small, similar, and independent influences are distributed



according to the binomial distribution, (A + B)n, which approaches the normal distribu-
tion as n increases. Imagine flipping a single coin many times, assuming that heads (H) and
tails (T) have perfectly equal probabilities (|); this is represented as (iH + \T)' and it
yields a two-point distribution approximating 50% H and 50% T, coming closer to these
figures the larger the number of tosses. If we toss two coins simultaneously, we would
have (|H + %T)2, which yields athree-point distribution: 25%HH, 50%HT (or 77/), and 25%
TT. Tossing four coins produces a five-point distribution, as shown in Figure 4.12.

It can be seen that even with only five independent events the frequency distribution
begins to resemble the normal curve. Figure 4.13 shows the distributions that would result
from a large number of tosses of 2, 4, 6, 12, and 16 coins, respectively; in each case the
normal curve is superimposed to show the increasing approximation of the binomial
distribution to the normal curve.

The polygenic theory is analogous to the coin-tossing example. Each of a number of
genes (i.e., coins) either enhances (i.e., heads) or does not enhance (i.e., tails) the trait. In
the process of gametogenesis (formation of germ cells), each parent contributes a random
assortment of one-half of his or her genes to each sperm or ovum. Random assortment
means that each parental gene has a 50:50 chance of being passed on to any one offspring
(like each tossed coin having a 50:50 chance of coming up heads). If in the whole
population the total number of enhancing genes is equal to the number of nonenhancing
genes (as the number of heads equals the number of tails in our batch of coins), the
distribution of scores (i.e., the sum of the enhancing genes, as if heads scored 1 and tails
scored 0) will be normal. If the relative frequencies of enhancing and nonenhancing genes
are unequal, the distribution will be skewed, but the skewness will be less, the larger the

Figure 4.12. The theoretical frequency distribution that would result from
tossing four coins simultaneously an indefinitely large number of times. The
relative frequencies (percentages) are given by the expansion of the binomial
(ViH + ViT)4.
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Figure 4.13. Frequency distributions of relative numbers of heads and tails
on each toss that would result from tossing n = 2, 4, 6, 12, or 16 coins
simultaneously an indefinitely large number of times, with a normal curve
superimposed on the obtained distribution. Note that, as n increases, the
obtained distribution more closely approximates the normal curve.

number of genes involved. Even a very great difference in the proportions of enhancing
and nonenhancing genes, such as .90 versus .10, will result in only a slight departure from
the normal curve when there is a large number of genes. The 1Q distribution of Terman’s
gifted subjects (more than 1,500 persons selected for having Stanford-Binet 1Qs of 140



and above, with an average 1Q of 152) is extremely skewed, and also, but to a lesser
degree, is the distribution of their spouses, with an average 1Q of 125. Yet the 1Q
distribution of the children bom to the Terman gifted subjects does not depart significantly
from the normal curve (although the mean IQ is 132.7), as can be seen in Figure 4.14.
The so-called microenvironmental factors that contribute to the nongenetic part of
the intelligence differences between children reared together in the same family act in
much the same way, that is, by the laws of chance, and therefore are also normally
distributed.8 The deviations of intelligence due to environmental variation among families
could not depart very much from normality, either, since combining a markedly nonnor-
mal distribution with the normal distributions produced by both genetic and within-family
environmental effects would not yield the normal distribution of 1Qs that, in fact, is
generally found when large random samples of the population are tested.
Departuresfrom the Normal Curve. It was noted in Figures 4.3, 4.6, and 4.11
that the distributions depart somewhat from the normal curve mainly because of an excess
of frequencies at the lower end of the scale. This departure from normality is seen in the
frequency distribution of height as well as of intelligence. The excess at the lower end is
not a sampling error. It is a genuine departure from normality and shows up in every study
of the distribution of IQ (and height) based on large, representative samples of the
population, both in Europe and America. This anomaly in the distribution is caused by

Figure 4.14. Distribution of Stanford-Binet 1Qs of the 1,525 offspring of Terman’s
gifted subjects. A normal curve is fitted to the actual data indicated by crosses. Terman
and Oden’s (1959, Table 61) data were plotted in this figure by W. Shockley, who notes
that “the offspring have an accurately normal distribution in the same 1Q range in which
the parents do not fit the tail of a normal distribution” (personal communication). This
point is interesting in that this result is predictable from a polygenic model with a large
(i.e., > 20) number of loci and a considerable amount of heterozygosity in the parents.
Under these conditions, theoretically, the offspring should show a nearly normal distribu-
tion despite marked skewness of the distribution of parental values, and this in fact is what
is found in these data.

Intelligence Quotient



rare, major adverse influences that override the polygenic and environmental factors
involved in the normal variation in intelligence (or height). These unusual adverse influ-
ences consist of serious diseases, injuries (often prenatal), single mutant genes having
major effects, and chromosomal anomalies such as Down’s syndrome (“mongolism™).
Genetic mutations are much more likely to diminish ability than to enhance it, just as
damage or defective parts in an automobile engine are more apt to impair than to improve
its performance. Thus, we see, for instance, midgets and dwarfs, whose stature may be
due to any one of various genetic anomalies that overrides the whole polygenic system
accounting for normal variation in height. Analogously, in the case of intelligence, we see
various clinical types of mental deficiency, such as the genetic defects of microcephaly,
Tay-Sachs syndrome, phenylketonuria (PKU), and Down’s syndrome (mongolism), as
well as brain damage due to diseases, such as German measles (in the pregnant mother)
and encephalitis, or to birth trauma, such as asphixia. Some 20 to 25 percent of all the
mentally retarded (1Qs below 70) are of this abnormal type, mostly concentrated in the
range of 1Qs below 50. The remainder of 1Qs below 70, some 75 to 80 percent, are the
result of variation in the normal polygenic and multifactorial environmental influences on
mental development.9 The vast majority of 1Qs between 50 and 70 thus are to be regarded
as biologically normal in the same way that most persons of short stature (except midgets
and dwarfs) are regarded as biologically normal.

Within the 1Q range from about 60 to 150, the IQ distribution does not depart
significantly from the normal curve. But there is an excess of high 1Qs beyond about 150.
Like the excess of very low 1Qs, it is a genuine phenomenon, though less pronounced. It is
generally not statistically detectable in samples numbering fewer than two or three
thousand. The causes of this excess of 1Qs above 150 are not certain, but two factors most
likely account for it: (1) a high degree of assortative mating (like marrying like) among
highly intelligent parents and (2) covariance of favorable environmental and genetic
influences. It can be shown theoretically that either of these factors, or both combined,
would have the effect of elongating the upper tail of an otherwise normal distribution. But
the most important point for all practical purposes is that at least the middle 98 percent of
the 1Qs in the population conform quite closely to the normal curve.

Statistical Features of the Normal Curve

The mathematical equation of the normal curve was formulated as early as 1733 by
Abraham de Moivre (1667-1754), and its central role in the theory of probability was later
developed by such mathematical giants as Pierre de Laplace (1749-1827) and Carl Fried-
rich Gauss (1777-1855). (Hence the normal curve is often referred to as the Gaussian
curve.) Later it was discovered that the magnitude of errors made by astronomers in
making observations are normally distributed, and the Belgian astronomer Adolphe
Quetelet (1796-1874) was the first to show that heights, chest measurements, and many
other physical measurements on persons of the same age, sex, and ancestral stock conform
to the normal curve. (The distribution of body weight, however, is always positively
skewed, as it is proportional to the cube of height. But the cube root of weight has a
normal distribution.)

Sir Francis Galton (1822-1911) was the first to apply the normal curve in psychol-
ogy. In his famous book Hereditary Genius (1869) he proposed that mental ability is



normally distributed, arguing from analogy to normally distributed physical characters
such as head circumference, brain weight, and number of brain cells, as well as from the
roughly normal distribution of examination marks of competitors for public appointments
and college admission.

Fitting a normal curve to any distribution depends on only two parameters of the
distribution, the mean, X, and standard deviation, cr.10 The goodness of fit of the normal
curve to the observed distribution can be tested statistically to determine if the discrepan-
cies between the two are within the limits of sampling error.11 The method of fitting the
normal curve, of course, ensures that it will have the same mean and standard deviation as
the obtained scores. But the obtained distribution may differ from normality in skewness
and kurtosis (i.e., degree of peakedness of the distribution). Calculation of certain simple
statistics (called “moments”) on the obtained scores provides indices of the degree of
departure from normality.12

Areas under the Normal Curve. The most important feature of the normal curve
from a practical standpoint is that we can know precisely the area of the curve marked off
by any two scores, or the sizes of the areas that lie on either side of any given score. If the
total area under the curve is called 100 percent, any subdivision of the curve will represent
the percentage of scores falling within that subdivision. In other words, the area under the
curve represents relative frequency (expressed as a percentage). If we have a normal
distribution of our measurements, we can answer such questions as what percentage of the
population will fall above or below score x j or what percentage will fall between scores

and x2? Figure 4.15 shows the areas (as percentages) under the normal curve when it is

Figure 4.15. Areas (in percentages) under the normal curve and the baseline of the
curve scaled to various types of standard scores. (From Sattler, 1974, p. 124)
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divided into standard deviation units. Also shown are where different types of scaled
scores fall on the baseline.

The baseline scale in cr units can be further subdivided into tenths or hundredths.
Scores on such a scale, expressed in terms of cr deviations from the mean, are called z
scores. Any obtained score X on atest with a standard deviation cr may be converted to a z
score:

z = {X - X)I(T. (4.7)

(Thus a distribution of z scores always has a mean of 0 and a standard deviation of 1.) This
is a useful method for putting the raw scores of different tests all on the same scale. All
scores then can be expressed in terms of z scores, indicating how many cr units they
deviate from the mean. Also, z scores are the first step in transforming raw scores to a
scale with any desired mean and cr. Because Stanford-Binet 1Qs have a mean of 100 and a
standard deviation (cr) of 16, for example, we can transform the raw scores on any test to
the same scale as Stanford-Binet 1Qs by first converting the raw scores to z scores (by
equation 4.7) and then by transforming the z scores; thus

IQ = 16z + 100.

In this way, height or any other measurements can be put on the same scale as 1Q or vice
versa. In general, a transformed score X on any desired scale having a mean of X and
standard deviation of cr can be obtained via a z score by the equation

X =crz + X (4.8)

Almost every book on statistics contains a table giving the percentage of the area
under the normal curve that falls above or below any given z score (with z scores given in
hundredths) and between any given z score and the mean.

As can be seen in Figure 4.15, the percentage of the distribution falling beyond any
given z score decreases rapidly as the z score is farther from the mean. Table 4.2 shows
the percentage falling above a given z score (or falling below, if the z score is negative)

Table 4.2. Percentage of scores in a normal curve falling above a given z score and its 1Q
Equivalent.1

Score Area Score Area Score Area Score Area
z IQ % z IQ % 2 (0] % z 10 %
0.0 100 50.00% 1.0 115 15.87% 20 130 2.28% 3.0 145 0.13%
0.1 101 46.02 11 117 1357 2.1 131 1.79 3.1 147  0.10
0.2 103 42.07 12 118 1151 22 133 1.39 3.2 148 0.07
0.3 105 38.21 1.3 119 9.68 23 135 1.07 3.3 149 0.05
0.4 106 34.46 14 120 8.08 24 136 0.82 3.4 151 0.03
0.5 107  30.85 15 123 6.68 25 137 0.62 3.5 153 0.02
0.6 109 27.43 16 124 5.48 26 139 047 3.6 154 0.02
0.7 111 24.20 1.7 125 4.46 27 141 0.35 3.7 155 0.01
0.8 112 21.19 1.8 127 3.59 28 142 0.26 3.8 157 0.01
0.9 113 1841 1.9 129 2.87 29 143 0.19 3.9 159 0.01

'1Q mean = 100, a = 15.



along with the 1Q equivalents of the z scores (assuming an 1Q scale with mean = 100, a
= 15).

From such a table, one can read off the probability of obtaining a score as high or
higher than any given z score. It is also possible, using this table, to “normalize” any
unimodal distribution (except a J-curve) of obtained raw scores. One simply determines
the percentage of the distribution that falls above (or below) each raw score, and from this
percentage one reads off the corresponding z score in a table of the normal curve (such as
Table 4.2). Whatever the shape of the raw score distribution, the transformed z scores will
have a normal distribution. The normalization procedure is considered justifiable if the
sample is large and representative, and if it is believed that the trait being measured should
be normally distributed in the population. Under this condition the normalization proce-
dure puts the trait measurements on an interval scale of z scores, rather than merely on an
ordinal scale represented by the original raw scores.

Lack of Competing Evidence for Other Forms of the Distribution of Intelli-
gence. Finally, psychologists accept the idea that intelligence is normally distributed
because no compelling alternative theory or evidence for any other kind of distribution has
ever been proposed. Critics of intelligence tests often attack the contention that mental
ability is distributed in the population according to the normal curve. But | have never
found an instance of critics’ having proposed any other form of distribution. Criticism of
the theory that intelligence is normally distributed, if it is to be scientifically productive,
must posit an alternative hypothesis and demonstrate its cogency in terms of evidence and
theoretical analysis. Because this has never been done, the normal distribution of intelli-
gence is probably the most unrivaled theory in all of psychology.

Overlap and Group Differences. From the table of the normal curve we can tell
what percentage of any group, assuming that its scores are normally distributed, falls
beyond a particular score, such as the “cutting score” used in a selection procedure. And
we can also compare different groups in terms of the percentages of each that fall above
(or below) any given score. The procedure can also be worked in reverse; that is, if we
know the percentage of each group that falls above a given score, we can determine the
mean difference between the groups on an interval scale. In actual practice, these determi-
nations are never exact, of course, because obtained distributions and percentages are
subject to sampling error; and all the populations being compared may not conform
perfectly to the normal distribution. Yet most predictions made on the assumption of
normality, where abilities are concerned, prove to be fairly accurate.

Group differences in general can be expressed quantitatively in any one of five ways
that are independent of the original scale of measurement, so that group differences on
various measures are directly comparable.

1. The sigma (cr) difference (or z score difference) is the simplest and most fre-
quently used index of group differences. It is simply the difference between the group
means divided by the average of the standard deviations of the two groups:

a Diff. = (X, - X2/[(<r, + 0i)/2]. (4.9)

(A better method is to use the square root of the average of the two variances in the
denominator of equation 4.9, i.e., (X, —X2)/V(0-? + 0"1)/2.) A variation”of this is to
express the mean difference in the units of either <1 or cr2, e.g., (Xx- X2)/cr,. One



should always be explicit as to which formula is used, because they may give somewhat
different results.

2. Percentage of variance tells us what percentage of the total variance in the
scores of all persons in the combined groups is attributable to the average difference
between the groups. It can be derived either directly from a one-way analysis of variance
(between groups and within groups) or simply by squaring the point-biserial correlation
between the dichotomized variable (groups) and the continuous variable (scores).

3. Point-biseral correlation goes from 0 to £+ 1 and is interpreted like any other
correlation coefficient. It is really a Pearson product-moment correlation between a
dichotomized variable, such as group membership, and a continuous variable, such as test
scores. Members of the two groups (e.g., males and females) are quantized as 0 and 1,
respectively, and these dichotomized scores are correlated with the test scores in the same
fashion as computing the Pearson r. The resulting correlation is called the point-biserial
correlation, rpbs. It can be obtained more easily from the following formula:13

_ X -xjVWWz
Pos at(N, + A (4'10)
where

Xtand X2 = the means of groups 1and 2,
Ni and N2 = the numbers in each group, and
<t — the standard deviation of the combined groups.4

The square of the point-biserial correlation, r¥s, is the proportion of the total variance of
all the scores that is attributable to the mean difference between the two groups. (r\t\is
termed eta squared, if, in the context of the analysis of variance.)

4. Median overlap is the percentage of scores in the group with the lower mean that
exceeds the median score of the group with the higher mean. Because 50 percent of a
group exceeds its own median, an overlap of 50 percent indicates that the medians of the
two groups do not differ (although the groups still may differ in means and standard
deviations if the distributions are not normal). Figure 4.16 shows a median overlap of 25
percent.

An advantage of median overlap as a measure of group difference is that it makes no
assumptions whatever about the form of the distribution or the scale of measurement. If
both distributions are normal, however, there will of course be a systematic relationship
between the cr difference and the median overlap. The cr difference, which is the same as

Figure 4.16. Two overlapping normal distributions illustrating the concept
of median overlap-, the shaded area shows the 25 percent of the lower-scoring
group that exceeds the median score of the higher-scoring group. (From Gar-
rett, 1951, p. 280)



Figure 4.17. Overlap (shaded area) between two groups expressed as the
percentage of persons in one group whose scores are matched by persons in
the second group. (From Elster & Dunnette, 1971, p. 686)

the z difference, can be looked up in the table of the normal curve to find the correspond-
ing percentage overlap (see Table 4.2). If the mean of Group A is, say, one standard
deviation below the mean of Group B, the median overlap is approximately 16 percent.

The limitation of median overlap as a measure of group differences is that it be-
comes quite unreliable when the overlap is small, say, less than 5 percent, and the sample
sizes are not very large. Also, median overlap cannot measure a larger group difference
than is indicated by a median overlap of zero.

5. Total percentage overlap meets this problem and is therefore preferable to
median overlap as an index of group difference. The total percentage overlap is the
percentage of persons in one of the groups whose scores may be matched by persons in the
second group (Tilton, 1937). Total overlap of 20 percent is shown in Figure 4.17. This
scale goes from 0 to 100 percent overlap, and, assuming normality of the distributions in
the population, this measure of overlap has been shown to be fairly insensitive to sampling
error for sample sizes greater than one hundred (Elster & Dunnette, 1971). Skewness of
the population distributions results in an overestimate of the percentage overlap when
overlap is determined on the assumption of normality. Figure 4.18 shows the percentage
of overlap for group mean differences, expressed as cr differences (equation 4.11) of from
zero to five standard deivations. (The percentages are tabled precisely in 1 percent steps
from 1 percent to 100 percent by Elster & Dunnette, 1971, p. 687.)

Applications of the Normal Curve

Consider two populations of equal size whose 1Q distributions are as shown in
Figure 4.19. The means of the two distributions are 92 and 100, respectively. In each
distribution a = 15. Thus, the average difference of 8 IQ points can be expressed in terms
of the five scale-free measures described in the preceding section:

1. a Diff. = 0.53.

2. Percentage of variance = 6.65%.
3. rps = .258.

4. Median overlap = 29.81%.

5. Total overlap = 79%.



Figure 4.18. The percentage of totally overlapping scores in the distribu-
tions of two groups (with equal standard deviations) as a function of the mean
difference between the groups in standard deviation (a) units.

Mean Difference in a Units

Say that admission to a highly selective school is based on 1Q, with a cutting score
at X' = 1Q 120. What percentage of each group falls above the cutting score X'l For the
higher group (with a mean 1Q of 100), an IQ of 120 is equivalent to a z score of (120 -
100)/15 = 1.33 (see equation 4.7). The area of the normal curve falling above 1.33z is
9.18 percent. So we would expect about 9 percent of the higher group to qualify for
admission. For the lower group (with a mean 1Q of 92), an 1Q of 120 is equivalent to a z
score of (120 - 92)/15 = 1.87. The area of the normal curve falling above 1.87z is 3.07
percent. So only about 3 percent of the lower group would qualify for admission. Note
that, even with an average difference of only 8 IQ points, that is, about half a standard
deviation, a cutting score as high as 1Q 120 results in three times as many who qualify for
admission from the higher group as from the lower group. If the cutting score X' were
moved up to 1Q 135 (the usual criterion for admission to classes for the “academically
gifted” or “high potential”), the percentages qualifying for admission from the two
groups would be 1 percent and 0.21 percent, or a ratio of about 5 to 1. It can be seen that
the higher the cutting score, the greater will be the disparity between the groups in terms
of the ratio of admissions.

At the lower end of the scale, say there is a cutoff X = 1Q 70 for admission to a
special class (IQ below 70 or 75 is the usual criterion for “educable mentally retarded,”
or EMR, classes). The z scores corresponding to 1Q 70 for the higher and lower groups are
-2.0 and -1.47, respectively; and the percentage of each group falling below these



points would be 2.3 percent and 7.1 percent, or a ratio of about 1to 3. Thus three times as
many of the lower as of the higher group would be eligible for the special class.

The process can be worked in reverse; if we know the percentages of each of the
groups falling above (or below) a given cutting score (which need not be known), we can
determine the difference between the group means. Say that 15 percent of Group A and 3
percent of Group B fall above a given score. How large a difference on an equal-interval
scale of the trait in question does this percentage difference represent? Assuming a normal
distribution of the trait and the same standard deviation in each group, we find, in the table
of the normal curve (Table 4.2), the z scores corresponding to 15 percent and 3 percent,
which are 1.03z and 1,88z, respectively. The difference between the z scores is the
difference between the means of the groups, that is, 1.88z - 1.03z = 0.81z, which on an
1Q scale with cr = 15 is equal to a difference of 12 IQ points.

When percentage differences are thus transformed to z differences, the data often
appear much more orderly. Percentage differences fluctuate greatly depending on the
location of the cutting score. When the varying percentage differences are transformed to
the equal-interval z scale, it is usually found that the group difference in z units is
reasonably constant. What usually differs is the location of the cutting score.

Turning back to the examples of percentage differences given at the beginning of
this chapter, we can now convert them to z differences. Then they do not seem nearly so
capricious and arbitrary as the percentage figures might have led us to believe.

In Example 1 (p. 61), we can predict what percentage of students in mentally
retarded classes in the San Francisco schools would be black given (1) the percentage of
blacks in the entire school district is 28.5 percent, (2) the 1Q cutoff for eligibility for EMR
classes is 1Q 75, and (3) the assumption that the average 1Q of blacks in the San Francisco
schools is 85 as compared with the white 100, which are the best estimates of the average
Wechsler Full Scale 1Qs of blacks and whites in California. Under these conditions, and
assuming an I1Q below 75 as the only criterion for placement in EMR classes, we should
expect such classes to have 68 percent blacks and 32 percent whites. The actual percent-
age of blacks reported as evidence of biased discrimination in Example 1is 66 percent—
very close to the expected percentage. There is no evidence, therefore that whites and

Figure 4.19. Two hypothetical normal distributions of 1Qs with means at
92 and 100. The selection cutoffs atX and X' are used in the text to illustrate
the statistical effects of a mean difference of 8 1Q points on the proportions
of each distribution that fall above and below the two cutting scores at 1Q 70
and 1Q 120.



blacks were treated differently with regard to placement in EMR classes. To support a
claim of racial bias in the placement procedure, it would have to be shown that the test
itself is biased in its discrimination between whites and blacks.

In Example 2 (p. 61), which also refers to the San Francisco schools, if (1) blacks
constitute 28.5 percent of all pupils, (2) the white and black 1Q means are 100 and 85,
respectively, and (3) the cutoff for placement in gifted classes is an 1Q of 135, then we
should expect the gifted classes to have 2 percent blacks and 98 percent whites. The fact
that there are 5.5 percent blacks could mean either that a lower selection cutoff than 1Q
135 was used or that different selection criteria were used for blacks and whites. If whites,
in fact, constitute only 62.2 percent of the gifted classes, the remaining 32.3 percent must
be mostly Orientals, who are a smaller percentage of the school population than blacks.
But we cannot predict their percentage for lack of information on their exact percentage in
the population and their mean 1Q. All we can conclude here is that the actual percentage of
blacks in the gifted classes is more than twice the expected percentage if an 1Q over 135
were the only criterion for placement.

In Example 5 (p. 61), there is apparently no evidence of discrimination in the
construction trades, as the percentage of black apprentices (13 percent) is about the same
as the percentage of blacks in the general population (12 percent) and is close to the
percentage one should expect to find if selection were completely random, that is, no
discriminative selection at all. For Civil Service employees at the GS-5 level, with 88.1
percent white and 8.3 percent black, we cannot make a prediction because we do not know
the z score equivalent of the cutoff for level GS-5. If we assume that the Civil Service
exam resulting in this differential selection behaves like an 1Q test and use the best
estimate of the general population white-black 1Q differences of one standard deviation
(15 1Q points), then the lowest cutoff that would yield the actual percentages of blacks and
whites reported above (assuming 12 percent of blacks in the general population) is a z
score of approximately - ,320- below the black mean, which would be equivalent to an 1Q
of 80. In other words, if the Civil Service selection were based on measured intelligence
and the selection process excluded all persons below cutoff 1Q 80, we would expect the
percentages of acceptable whites and blacks to be 88.1 percent and 8.3 percent, respec-
tively.

In Example 5 the percentages of 96.3 percent versus 2.2 percent for whites and
blacks in college teaching positions would result if the cutting score were at 1Q 112, again
assuming 12 percent blacks in the general population and white and black 1Q means of 100
and 85. If the cutting score for college teaching were at 1Q 120, the expected percentages
of white and black college teachers would be 99 percent and 1 percent. Of course we
cannot necessarily assume the same cutting score for blacks and whites if there is biased
discrimination. The reported figures are what would be found only under the stated
assumptions. Without the assumptions (or actual data in place of the assumptions), per-
centage differences between groups by themselves can provide no evidence whatsoever of
biased discrimination.

Mean of a Segment of the Normal Curve. At times it is useful to estimate the
mean of a group selected from some segment of a normally distributed population. If
exactly the same selection cutoff is maintained for all persons regardless of the population
from which they are selected, and if the population means differ, the means of the selected
members of these populations will also differ, but only by a small amount. Thus selection



tends strongly to equalize the selected groups, even though they may be selected from
populations that differ considerably, and this trend toward equalization of the selected
groups increases as the cutting score becomes more extreme.

The mean z, —- (4.11)

= Aréa beyond 2\ °
where yx is the value of the ordinate of the normal curve at Zj.15 The mean of a segment
lying between 2\ and z2is

= Vi - V2

ZI~2  Area between Zi and z2 ’

Say we select persons from two populations whose means on an 1Q test differ by one
standard deviation, as do the black and white populations, with means of 85 and 100. The
mean 1Qs of the selected subjects for various cutting scores then would be as shown in
Table 4.3.

Table 4.3 highlights two important points. First, the more extreme the selection
cutoff, the more it equalizes the means of the selected groups from different populations.
Conversely, the closer the selection cutting score is to the general mean of the combined
populations, the greater is the risk of group discrimination by any subsequent selection or
competition attrition within the initially selected groups. Second, with more extreme
selection cutoffs, selectees from different populations, once selected, have equal chances
of success (to the extent that the selection criterion is a valid predictor); selectees can
know that they are on a par in terms of the selection criterion regardless of their group
membership, for the group difference among selectees is indeed negligible. (These con-
clusions, however, depend on the reliability of the test scores; see the discussion in the
following two sections.) These advantages of a common cutting score for selection should
be weighed against arguments for using different cutting scores or selection criteria for
different groups in the population.

Table 4.3. Mean 1Qs of whites and blacks above or below
various cutting scores on the 1Q scale.

Mean 1Q of Selected Group
Cutting Score

IQ Whites Blacks Diff.
Below 60 55.4 53.8 1.6
70 64.5 62.1 2.4

80 73.1 69.7 3.4

90 81.0 76.0 5.0

Above 90 106.4 100.3 6.1
100 112.0 107.9 4.1

110 119.0 116.2 2.8

120 126.9 125.0 1.9

130* 135.5 135.4 0.1

aHigher cutting scores yield effectively no difference in the selected group
means.



Measurement Error and Selection Cutoff. A technical question arises involving
the fact that measurement error is greater for more extreme scores. This shows up on retest
or on an equivalent form of the test as “regression to the mean,” which simply means
that, on average, retest scores will fall closer to the mean by an amount that is predictable
from the test’s standard error of measurement, SEm, or its reliability, rxx. Because all
obtained scores contain some error, scores that are more extreme deviations from the
mean are more likely to contain larger error deviations than less extreme scores. There-
fore, a more extreme selection cutoff for any group is bound to result in more error than a
less extreme selection cutoff, as the regression is toward the mean of the population from
which one is selected. One could ignore this problem and thereby give selectees drawn
from the population whose mean is farthest from the selection cutoff the “benefit” of the
measurement error. Or one could correct for group differences in measurement error by
using estimated true scores instead of obtained scores. Because estimated true scores are
always closer to the population mean than are obtained scores, persons who obtain high
scores are apt to complain that they have been cheated out of a few score points by
conversion to estimated true scores.

True score is a theoretical abstraction in psychometrics. It is the hypothetical score
that would have been obtained, had there been absolutely no measurement error. It is a
hypothetical score because, of course, in reality there is no perfect measurement. But, by
making the reasonable assumption, which is universal in scientific measurement, that
errors of measurement are random, uncorrelated, and normally distributed, we can make a
statistical best estimate of an individual’s hypothetical true score from his obtained score
on a test, provided that we know the mean and the reliability of test scores in the
population from which the individual was selected. The estimated or regressed true score,
X, as it is called, is given by the following formula:

X =rmx X - X) + X, (4.12)
where
X = the estimated true score,
X = the individual’s obtained score,
X = the mean of the population, and
rxx = the reliability coefficient of the test.

For example, if a person from a population with a mean 1Q of 100 obtains an 1Q of 129,
his estimated true score would be 126.1, if the test’s reliability is.90. If another person
from a population with a mean 1Q of 85 obtains an 1Q of 131, his true score would be
126.4. It can be seen that it makes but little difference when the test reliability is fairly
high. (Tests with reliability of less than .90 probably should not be used, except in
combination with other measures, for making decisions that affect individuals.) But what
if the selection cutting score were an obtained 1Q of 1307 If the individual’s score were
close to the selection cutoff, a small difference could affect a sizable number of individu-
als whose scores were very close to the cutting score. How this should be handled in
practice is usually not a strictly psychometric problem but a policy decision based on
numerous considerations. For individuals with scores close to the cutoff, obtained scores
are biased (because of measurement error) in favor of individuals from whichever popula-
tion has its mean farther away from the cutoff score. This constitutes a form of biased



discrimination, which, from a strictly psychometric standpoint, it is desirable to
minimize. The best available method for doing so is to use estimated true scores.

Theoretically, there are essentially only three types of selection procedures: (1)
selection based on unbiased discrimination, (2) selection based on biased discrimination,
and (3) selection without discrimination, that is, purely random selection. Which of these
is to be preferred in any actual situation is a matter of policy or of practical limitations. But
psychometric techniques can be used to detect selection biases and to estimate their
magnitudes. Psychometric techniques can also be used to minimize biases. It is best from
our standpoint to keep the policy matters and the psychometric matters as clearly distinct
as possible.

Separate Norms for Different Populations

Critics of mental testing often argue that I1Qs or other derived test scores should be
based on separate racial and ethnic norms. In other words, an individual’s score essen-
tially would represent his deviation from the mean of his own racial or ethnic group.
Hence, with separate norms, the same raw score on a test, reflecting a certain absolute
level of performance, would result in different standardized scores for different groups. It
is hard to see any practical utility in this proposal. It would greatly complicate the
interpretation of test scores, since, if one were to use the scores for prediction of some
criterion such as grades or job performance, or as an indication of relative standing in the
knowledge or skills measured by the test, one would have to know the subject’s group
membership and make the necessary statistical adjustments for the scores to have the same
meaning and predictive validity across groups. Also, an individual could raise his or her
standardized score merely by claiming membership in a group with lower norms. There is
also the problem of how many different sets of norms there should be; every ethnic group
and religious group in every geographical region of the country could insist on its own
norms.

Common sense as well as psychometric and statistical considerations dictate that test
scores should have the same scale for everyone at a given age. That is, all scores should be
scaled on homogeneous age groups within a single normative population. How well the
normative sample was chosen is a separate consideration and depends in part on the
nature and purpose of the test and the populations in which it is to be used. The
psychometrist aims to maximize the theoretical meaningfulness and practical usefulness of
tests and the scores derived from them. Scores scaled to separate norms for different
groups would solve no real problems and would create a practical nuisance, much like
having to contend with different currencies and exchange rates in going from one country
to another. If tests are biased for some groups in the population, the' bias should be
recognized rather than obscured by having separate norms for that group.

Distribution of Achievement

As we have seen, there are a number of reasons for believing that mental ability is
normally distributed in the population. But this generalization most likely does not extend
to manifestations of ability in individual achievements, output, acquired knowledge,
developed skills, occupational success, earnings, and the like. There is good reason to



believe that achievement, in contrast to more elemental traits and abilities, is not normally
distributed in the general population but that it has a markedly skewed distribution, like
that in Figure 4.20.

When frequency distributions are plotted for accomplishments that can be counted,
and thus are measurable on an absolute scale, the distributions are found to be markedly
skewed. Examples are number of patents held by inventors, number of publications of
research scientists and university professors, amount of music written by composers, and
yearly earnings.

The skewness of the distribution of accomplishments also accords with subjective
impressions of the absolute differences between persons lying at various percentile points
on the scale of accomplishments in any field. The difference in chess skill between world
champions and the average chess player certainly seems greater than the difference be-
tween the average player and the chess duffer. An Olympics champion is much farther
above the average person in his particular athletic skill than the average person is above
those who are just barely capable of displaying the particular skill at all.

A similar skewness is found for scholastic achievement and measures of general
knowledge. Most scholastic achievement tests, however, are constructed in such a way as
not to reveal the skewed distribution of achievement. In the first place, the usual achieve-
ment tests given in any grade in school have too little “top,” that is, too few hard items,
thereby cutting off the long upper tail of the skewed curve. The reason for this is that the
usual achievement tests are intended to measure the achievement of a particular grade and
do not include information and skills that are a part of the curriculum of higher grades.
The eighth-grader who has mastered calculus could never show it on the usual math
achievement tests given to eighth-graders. In the second place, most scholastic achieve-
ment tests today are in a sense double-duty tests; they are designed to measure not only
what the child has learned in a given grade in school, but to test his intelligence as well.

Figure 4.20. Theoretical distribution of achievement as measured on a scale of equal
intervals. Notice that, even with this marked positive skewness of the distribution, the
median and mean are quite close together but that the mean is pulled in the direction of the
skew.

Achievement



Knowledge acquisition is substantially correlated with intelligence, but not to the ex-
tremely high degree suggested by the correlation between the usual group verbal 1Q test
and the usual achievement test. A large number of the items in achievement tests requires
the subject to use his or her acquired knowledge to solve novel problems, to reason,
compare, generalize, and figure out answers to questions that may be unlike anything he
or she has been taught in school, except that the information required to solve the
problems has been taught. The ability to use information in reasoning and problem solving
is more a matter of intelligence than of how much information the child has acquired in
class, and so a larger proportion of the variance in achievement will represent intelligence
variance than variance in how much children have actually learned from their lessons.
Thus, when achievement tests are made to resemble intelligence tests in this way, and also
are made to restrict the range of informational content sampled by the test, it should not be
surprising that the distribution of achievement scores on such tests is much like the
distribution of intelligence test scores. Because their informational content is so restricted,
the usual grade-level achievement tests can be made difficult enough to spread students
out into a normal distribution only by increasing the level of reasoning and problem-
solving ability required by some of the items, making them very much like intelligence
test items.

But achievement tests can be constructed to measure knowledge of things taught in
school, rather than reasoning ability; the items sample knowledge at all levels over a wide
range of fields, so that the test has virtually no ceiling and few if any subjects at any age
could obtain a perfect score. An example of such a test is the General Culture Test
(Learned & Wood, 1938), which was originally devised to assess all-around scholastic
achievement in the high schools and colleges of Pennsylvania. The test contains some
1,200 questions involving information on all the fine arts, all periods of history, social
studies, natural sciences, and world literature. The test has plenty of bottom and plenty of
top for high school and college students. The total range of scores in a group of 1,503 high
school seniors was from 25 to 615. The highest score found in a sample of 5,747 college
sophomores was 755; the highest among 3,720 college seniors was 805, which is only
about two-thirds of the maximum possible score. The distribution of scores in a large
sample of high school seniors was quite skewed (10 percent less skew than in Figure
4.20).16

If achievement depends on other normally distributed factors in addition to ability,
such as motivation, interest, energy, and persistence, and if all these factors act multi-
plicatively, then theoretically we should expect achievement to show a positively skewed
distribution. The greater the number of factors (each normally distributed), the more
skewed is the distribution of their products. The products of normally distributed variables
are distributed in a skewed way such that the distribution of products can be normalized by
a logarithmic transformation. A logarithmic transformation of achievement scores in
effect makes the component elements of achievement additive rather than multiplicative.
Theoretically a multiplicative effect of ability and motivation (or other traits involved in
achievement) makes sense. Imagine the limiting case of zero ability; then regardless of the
amount of motivation, achievement would equal zero. Also, with zero motivation, regard-
less of the amount of ability, achievement would equal zero. Great achievers in any field
are always high in a number of relevant traits, the multiplicative interaction of which



places their accomplishments far beyond those of the average person—much farther than
their standing on any single trait or a mere additive combination of several traits. A
superior talent alone does not produce the achievements of a Michelangelo, a Beethoven,
or an Einstein. The same can be said of Olympics-level athletic performance, which
depends on years of concentrated effort and training as well as certain inborn physical
advantages. Thus it is probably more correct to say that a person’s achievements are a
product, rather than a summation, of his or her abilities, disposition, and training.

Form of the 1Q Distribution in the Black
and White Populations in the United States

Because much of the controversy over mental testing involves the claim that the
tests are biased against blacks and certain other minority groups, it seems appropriate at
this point to examine the form of the distribution of test scores in the black population.
There have not been large-scale normative studies of racial or ethnic groups other than
blacks and whites in the United States that provide information about the form of the
distribution of scores, although for some other minority groups there is substantial infor-
mation about means and standard deviations.

Standardized intelligence tests of practically every description show an average
white-black difference of very close to one standard deviation, with over 90 percent of the
published studies reporting differences between fo- and Ha, which on the 1Q scale (with
cr = 15) is between 10 and 20 1Q points, with a mean of 15 IQ points difference. There are
regional variations in both black and white mean 1Q and Armed Forces Qualification Test
Scores, and the regional variations are similar for blacks and whites, with the result that
the approximately one standard deviation mean difference is fairly constant from one
region to another. In the United States, for whites as well as for blacks, there is a general
increasing gradient of mean test performance that fans outward from the deep South to the
North and West. A good part of this gradient is associated with population densities in
rural and urban areas, and agricultural versus industrial employment opportunities. Urban
versus rural differences in test performance are a universal finding wherever tests have
been used throughout the world.17

Two large sets of published data on black test performance provide the best avail-
able evidence on the distribution of scores in specified representative black populations.

Figure 4.21 shows the distribution of Stanford-Binet Qs in a representative sample
of 1,800 black children in the first to sixth grades in schools in five southeastern states
(Kennedy, Van de Riet, & White, 1963). The mean IQ of blacks in this region is about
five points below best estimates of the black national average, and also the standard
deviation is probably slightly less. But it is the only published data that show the form of
the 1Q distribution in a large random sample of blacks. The distribution can be compared
with that of the white standardization data based on a fairly representative sample of the
U.S. white school-age population. The white normative distribution is as near to normal
as can be. An index of skew shows it to be zero. The black distribution is positively
skewed, with an index of skew16 equal to .10. It is also more leptukurtic than the white
distribution. The shortness of the lower tail as compared with the upper tail cannot be
attributed in this case to a “floor effect,” that is, too few easy items, because no subject in
the entire sample came near obtaining the lowest possible score. In this population, at



Figure 4.21. Stanford-Binet 1Q distribution of black children in five Southeastern states
and the white children in the 1960 normative sample.  (From Kennedy, Van de Riet, &
White, 1963)

1Q Interval

least, the positive skew is most likely a real phenomenon. It is possible to make both
distributions almost perfectly normal and equalize their variances by a particular
logarithmic transformation of the 1Q scale, 18 but this would hardly seem justifiable unless
it could be shown that such a transformation had other theoretically desirable conse-
quences, such as making for a closer fit of the data to kinship regressions and correlations
predicted from genetic principles. There are a number of possible and plausible causes of
the skew of the black 1Q distribution. It could mean that (1) the distribution of genotypes
for 1Q is skewed (as would result if the proportion of genes enhancing 1Q was markedly
less than 50 percent of the black gene pool), or (2) the environmental factors influencing
the development of intelligence have a highly skewed distribution in this black population,
or (3) the Stanford-Binet is more an achievement test and less an intelligence test for
blacks than for whites, or (4) it is a scale artifact due to unequal intervals on the 1Q scale.
(Item 4 seems the least likely. See Chapter 9, pp. 428-429.)

Figure 4.22 shows the raw score distributions on the Wonderlic Personnel Test of
38,452 black and 142,545 white job applicants of both sexes for 80 occupations in 1,071
business, industrial, and government organizations in every part of the United States
(Wonderlic, 1972). The Wonderlic Personnel Test is a fifty-item measure of geneial
intelligence; because the item content is highly iverse, the total score reflects a quite
general cognitive ability in persons with at least a high school education. (Means for high



Figure 4.22. Distribution of raw scores on the Wonderlic Personnel Test of black and
white job applicants in eighty occupations nationwide. (Data from Wonderlic, 1972)

school graduates: black = 15.79, white = 22.29; for college graduates: black = 23.26,
white = 29.96.) The overall white-black mean difference of 1.03cr and the normality of
the white distribution suggest that the samples are probably quite representative of the
noninstitutionalized adult white and black populations. An index of skew36is very close to
zero for the white and .12 for the black curve. In this case the skew of the black curve is
undoubtedly due to there not being quite enough “bottom” in this test, that is, not enough
very easy items so as to permit the lowest tail of the curve to go all the way down to zero.
(In a practical sense there would be no point in adding easier items, as this test is never
used for making discriminations at that low level of ability in adults. A raw score of zero
on the Wonderlic would correspond to an 1Q of about 55.) With the addition of several
easier items, both curves would be as near perfectly normal as could be statistically
expected for samples of this size. It suggests that the distribution of general cognitive
skills differs very little in the white and black populations of adults seeking employment,
except for the location of the mean.19

Self-selection and the Normal Curve

Applicants for any particular college, training program, or job are, of course, not a
random sample of the total population. They are self-selected even before they enter the
selection process that follows application for the job. Some knowledge of the educational
prerequisites for a particular job on the part of potential applicants, as well as the nature of
the job itself, restricts the range of applicants with respect to mental ability. Different
jobs, for example, attract applicants from different segments of the normal distribution of
ability, so that the applicant pools for various jobs are centered about different means. Of
course there is also a great spread of talent in any applicant pool; if there were not, there
would be little need for further selection—anyone who applied would be well suited for



the ability demands of the job. The correlation between persons’ aspirations for particular
jobs and their aptitudes for these jobs is very far from perfect.

An interesting and important fact is that job applicants are self-selected, not in
terms of an absolute standard of aptitude requirements, but from the same relative
position in their own racial, ethnic, or cultural group s distribution of aptitude.

This phenomenon can be seen quite clearly in data on the Wonderlic Personnel
Test (WPT), described in the preceding section. Because scores on the WPT are very
close to normally distributed in both the white and black populations of job applicants, it is
reasonable to infer an interval scale throughout the total range of scores, permitting
meaningful comparisons of the means of white and black applicants for various jobs. If
job applicants were self-selected in terms of an absolute standard, there should be very
little average difference between the aptitudes of white and black applicants. But in fact
the average difference between self-selected white and black job applicants for any given
job is only about 10 percent to 20 percent smaller than the total population difference of
approximately one standard deviation. Because of the more restricted range of applicants’
abilities for any given job, the white-black difference within the applicant groups is often
greater, in relation to the standard deviation in the particular applicant group, than the one
standard deviation difference found in the general population. Wonderlic (1972) presents
mean scores of white and black applicants in eighty job categories from unskilled and
semiskilled (e.g., custodian, laborer, maid, picker) to highly skilled technical and man-
agerial jobs (e.g., accountant, administrator, general manager, laboratory technician),
with median WPT scores ranging from 9 to 30—a range of nearly three standard de-
viations. The average difference between the white and black median scores of the eighty
job categories is 6.1 (the difference between the means is 5.9), as compared with the
population difference of 7 to 8 points. The distribution of median white-black differences
for the eighty job categories is shown in Figure 4.23. It can be seen that the differences
cluster around the average population difference. The correlation (Pearson r) between the
white and black means in the eighty job categories is .87, which means that white and
black job applicants are highly similar in self-selection for these eighty types of jobs. The
self-selection of whites and blacks is in terms of similar percentile positions in their own
population distributions.

Job qualifications are perceived largely in terms of educational level, and so we
should expect white and black applicants for a given job to be more similar in educational
background than in the kind of general mental ability measured by the WPT. This is in fact
true. Because WPT scores show a regular increase with years of schooling and because
there is a fairly consistent white-black difference in the mean WPT score at all educational
levels, we should expect the observed high correlation between the racial groups’ mean
WPT scores across jobs as well as the mean within-jobs racial difference of 5.9 score
points. This is very close to the mean difference of 5.8 points between whites and blacks
of the same educational level. Figure 4.24 shows the mean WPT scores of blacks and
whites by years of education.

Why the Standard Deviation of 1Q Is 15 or 16

1Qs are never raw scores on any test. They are derived scores, and there are two
methods of derivation, each yielding roughly comparable results.



Figure 4.23. The distribution of white-black mean raw score differences
on the Wonderlic Personnel Test of self-selected applicants in eighty job
categories.

The original Binet intelligence test was scaled according to mental age.20 This was
an obvious choice due to the fact that between the ages from about 4 years to 16 years, raw
scores on tests composed of items more or less evenly graded over a wide range of
difficulty show a fairly linear increase with age. The mental-age equivalent of a given raw
score on such a test is determined from the mean raw score obtained by all children of any
given chronological age. Thus, if the average raw score of 10-year-old children is 60, a
raw score of 60 is equivalent to a mental age (MA) of 10 years. By “norming” the test on
large representative samples of children at every age in one-month intervals (as in the
Stanford-Binet scale) and plotting raw scores against age in months, one can directly read
off the MA equivalents of the raw scores, as shown in Figure 4.25.21

For example, a raw score of 60 on this test would be equivalent to a mental age of 10
years. The actual mean score at each age is plotted (circles) and a smoothed curve (heavy
line) is fitted to the data points, on the reasonable assumption that the slight deviations of
the data points from the smoothed curve represent sampling error and the smoothed curve
better represents the population values. The fine lines bound plus or minus one standard
deviation (in raw score units) from the mean at each age. (In a normal distribution, 68
percent of the scores fall within plus or minus one standard deviation of the mean.) Notice



that the standard deviation of raw scores increases steadily with age. Consequently, the
standard deviation of mental age also increases with age. A 4-year-old whose raw score is
one standard deviation above the mean of 4-year-olds will have a MA of 4.6 years, or
about 4 years and 7 months, whereas a 12-year-old whose raw score is one standard
deviation above the mean of 12-year-olds will have a MA of 13.8 years, or about 13 years
and 10 months. At each age, the raw scores, and consequently their MA equivalents, have
an approximately normal distribution.

Figure 4.24. Wonderlic Personnel Test raw score means of blacks (N =

38,293) and whites (N = 140,684) by years of education. (Data from Won-
derlic, 1972)
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Figure 4.25. Raw scores on a test are converted to a mental-age (MA) scale via the
smoothed curve of the raw score means based on normative groups at each chronological
age. For example, on this hypothetical test, a raw score of 60 is the mean attained by
10-year-olds and corresponds to a MA of 10 years. The diverging thin lines are one
standard deviation above and below the smoothed curve through the means (circles).

The concept of the 1Q (intelligence quotient) as an index of brightness or rate of
mental development was originally proposed in 1912 by a German psychologist, William
Stem (1871-1938). He defined 1Q as mental age/chronological age, multiplied by 100 to
remove the decimal. Because the growth curve of mental ability, like that of stature, is
negatively accelerated and begins to level out after age 16, the formula MAJ/CA is
obviously no longer meaningful beyond about age 16. The ratio has useful scale properties
only in the age range over which raw scores on the test have an approximately linear
relationship to CA. Because this linear relationship was found not to hold up beyond age
16, the age at which most persons approach the asymptote of growth in the mental abilities
measured by the Binet scales, it became conventional to use a CA of 16 as the de-
nominator of the 1Q equation for all persons of age 16 and over.

It so happens that when 1Qs are derived in this fashion, as a ratio of MA/CA, the
obtained standard deviation of the 1Q is about 15 or 16 1Q points at every age. The
fluctuation around 15 or 16 at different ages was due to irregularities in the difficulties of
the test items in different parts of the scale. It is statistically undesirable to have a different
standard deviation of 1Q at various ages, since then the 1Q does not have exactly the same
meaning at every age. For example, a person with an 1Q of, say, 116 is one standard
deviation above the mean at age 10 and might still be one standard deviation above the
mean at age 15 but would have an 1Q of, say, 113. Rather than attempt to revise the test
items so as to eliminate the defects that cause the ststandard deviation to fluctuate unsys-



tematically from one age to another, test constructors used a simpler device. They applied
a statistical transformation of the raw scores, converting them directly to 1Qs, without first
determining the MA equivalents of the raw scores. For each age group (in one-month
intervals) they determined the mean and the standard deviation of raw scores. Each raw
score X was converted to a z score, thus

z = (X—X)/cr.
The 1Q equivalent of a given z score thus is
IQ = 15z + 100,

which yields a distribution of 1Qs at each age with a mean of 100 and a a of 15.

The MA can then be determined, if one wishes to obtain it, from the equation MA =
(CA x 1Q)/100. All the Wechsler tests have always derived 1Qs in this fashion (with a =
15). The Stanford-Binet tests since the 1960 revision have also used the z scores trans-
formed to 1Qs, but with cr = 16. The standard deviation was kept at 16 because the
normative sample of the 1937 revision, based on 1Q = 100 MA/CA, had a standard
deviation of 16. Practically all other modem IQ scales are based on the z score transforma-
tion, with mean = 100 and <x = 15 or 16.

There is some value in retaining this scale for 1Q, as its standard deviation is close to
that obtained from the MA/CA ratio, and from it we can make a fair estimate of the MA
level at which a child is functioning by knowing his 1Q. We can say, for example, that a
12-year-old with an 1Q of 80 is performing like an average child of 9 years 7 months in the
kinds of cognitive skills measured by the test.

Caution is needed, however. Not all tests yield a standard deviation of 15 or 16 for
1Qs when derived from the MA/CA formula. “Culture fair” tests composed of nonverbal,
nonscholastic, noninformational types of reasoning problems, based on figural materials,
have a larger standard deviation of ratio 1Qs. Cattell’s Culture Fair Test of g, for example,
has a standard deviation of 24 1Q points. Tests that are culturally and educationally loaded
tend to have a more restricted variation of raw scores (and hence MAs) in any given age
group. This will be reflected in the steepness of the gradient of percentage passing as a
function of age for single items, as shown in Figure 4.26. Items (like item B in Figure
4.26) that depend more exclusively on reasoning ability, in contrast to items (like item A
in Figure 4.26) that call for specific information or school-type skills as are found in many
verbal 1Q tests, generally show a less steep age gradient; and a test made up of a large
number of such (B-type) items will have a greater spread of mental ages at any given
chronological age, because the item variances and interitem covariances are larger for
B-type than for A-type items.

Interpretation of 1Q

We have seen that a general intelligence test that yields 1Qs with a standard devia-
tion of 15 or 16 can be roughly interpreted in terms of mental age—that is, MA = (1Q X
CA)/100__between the ages of about 4 to 16. A child’s MA, regardless of his CA
(chronological age), tells us that his general knowledge and general cognitive ability for
reasoning, problem solving, and comprehension are much like that of the average or
typical child of the same CA. To characterize the intellectual ability of a 10-year-old child



Figure 4.26. Item characteristic curves,” showing percentage of the population pass-
ing two test items, A and B, at every age from 5 to 12 years. Item A is more typical of
items in culture-loaded tests, that is, items that call for specific knowledge acquired prior
to taking the test. Item B is more typical of items in culture-reduced tests, that is, items
based more on reasoning, grasping relationships, and problem solving than on informa-
tional content per se.

Chronological Age (years)

with an 1Q of 70, for example, one thinks in terms of the cognitive capabilities of the
typical 7-year-old.

If it is difficult by casual observation to “see” much intellectual difference between
the typical 10-year-old and the typical 11-year-old, it is equally difficult to “see” a
difference between two 10-year-olds, one with a MA of 10 and one with a MA of 11, that
is, having 1Qs 100 and 110, respectively. 1Q differences smaller than about 10 points are
not generally socially perceptible. They are confounded with too many other personality
variables, special abilities, developed skills, and the like to be accurately judged by
observing a person’s behavior in the usual activities of daily life. As 1Q differences
increase beyond about 10 points, they become noticeable, first only in intellectually
demanding activities and finally in almost every form of behavior. The behavioral dif-
ferences between persons at the ninety-ninth percentile of 1Q (i.e., an 1Q of 135) and at the
first percentile (IQ of 65) are as completely obvious in any situation making any in-
tellectual demands as a corresponding difference in height (6 feet 3 inches versus 5 feet 3
inches) would be on the basketball court.

The best way to appreciate the meaning of different levels of 1Q is to work closely
with children varying over a wide range of 1Qs and to note their learning capabilities, how



fast they “catch on” to new instructions, the kinds of problems they can solve, the kinds
of errors they make, and the kind and amount of instruction they need to understand a
given concept. At any given age, the above-average 1Q child (110 or above) will appear
quite different from the below-average (below 90) child in cognitively demanding situa-
tions. In many other situations that involve mainly physical or social skills, 1Q seems not
to be a salient characteristic until it falls below some quite low point, such as 1Q of 60 or
70, and even then it is not crucial in some cases. Not all activities, by any means, put a
premium on the kind of mental ability measured by 1Q tests. But some activities put a very
high premium on 1Q. A low IQ is disabling in mathematics, for example, and in English
composition and reading comprehension.

The importance of 1Q, therefore, depends to a great extent on the type of activity in
which the individual is involved. Misjudgments of an individual’s general intelligence are
usually aresult of basing judgment on an atypical aspect of the person’s behavior. Almost
everyone may do or say something that is particularly clever or bright or sagacious now
and then, or may behave quite stupidly on occasion. If we give too much weight to these
atypical occurrences in our subjective judgment of a person’s mental capacity, we are apt
to take exception to his or her tested 1Q. Parents seem especially prone to judge their own
children by their atypical performances. Each person’s abilities vary about his own mean,
and we usually notice the deviations more than the mean. Prejudices and the like may
cause us consistently to give greater weight to the positive deviations than to the negative
for some persons and vice versa for others. School teachers, who observe large numbers
of children of similar age over a wide range of ability, are usually better judges of
intelligence than parents are. | once had occasion to interview independently the mothers
and the classroom teachers of a number of children to whom 1 had given individual 1Q
tests. | found that the teachers had a much better estimate than the mothers of a given
child’s rank in the total distribution of 1Qs. In giving their reasons for their estimate of a
particular child’s 1Q, the teachers usually noted the child’s typical behavior in cognitively
demanding situations, whereas mothers more often pointed out exceptional instances of
clever behavior. On this basis, low-1Q children especially are often rated average or above
by their parents. Very-high-1Q children, on the other hand, are often underrated by their
parents, who are usually surprised to learn that their child is quite exceptional. Parental
judgments of children’s intelligence tend to cluster more closely around the mean (or
slightly above) than do the children’s IQs. Personality factors affect subjective judgments,
too, for both parents and teachers. The socially outgoing, extraverted child tends to be
overrated as compared with the more shy, quiet, or introverted child.

In lieu of much direct experience with persons of different 1Qs, one can gain some
idea of what MAs and 1Qs mean by observing the typical performance of persons on test
items for which there are good normative data. The best items are usually retained in tests
when they are “normed.” Unfortunately one cannot publish these copyrighted items
without violating the norms of standardized tests. But a few items have been published as
examples. It is interesting to see what the average adult can do. For example, 55 percent
of a national sample of adults2 were able to fill in a correct word for this completion item:

A five-pound rock is dropped from a cliff 500 feet high. The longer the rock falls,
the greater is its----------------



Fifty percent of adults can solve the following problem:

A motor boat can travel five miles an hour on a still lake. If this boat travels
downstream on a river that is flowing five miles per hour, how long will it take the
boat to reach a bridge that is ten miles downstream?

Responses to the following item are quite revealing of the cognitive ability of a national
sample of 9-year-olds:

A pint of water at 50° Fahrenheit is mixed with a pint of water at 70° Fahrenheit.
The temperature of the water just after mixing will be about:

Answers % of 9-year-
20° F 4%
50° F 2
60° F 1
70° F 5
120° F 69
I don’t know 12
No response 0

The majority of 9-year-olds can obviously add 50 + 70, but they apparently do not
have the concept of average and do not appreciate the physical absurdity of the answer
120° F. The knowledge of simple arithmetic required by this item is possessed by the vast
majority of 9-year-olds, but the level of reasoning required is clearly beyond the typical
9-year-old.

Psychologists have generally followed a convention in labeling levels of intelligence
by dividing the normal curve into a number of segments of equal 1Q intervals. The unit of
division is the probable error (P.E.), which is about two-thirds of a standard deviation
(.67450-, to be exact). The normal curve is divided into seven probable error segments and
each of these is given the conventional labels shown in Table 4.4. Also shown are the
corresponding 1Qs on the Wechsler Adult Intelligence Scale and the theoretical percentage
of the population falling within each interval.

These classifications have little, if any, real utility. They are by no means clear-cut
or rigid categories, and there is considerable overlap between behavioral capabilities and
social adjustment of persons with 1Qs in these ranges. This is to be expected, because 1Q

Table 4.4. Conventional intelligence classification.

%

Classification Interval in P.E. Units 1Q Intervall Included
Retarded —3 P.E. and below 69 and below 2.2%
Borderline -2 to -3 P.E. 70-79 67
Dull-normal -1 to -2 P.E. 80-89 16 1
Average -1 to +1 P.E. 90-109 500
Bright-normal +1to +2 P.E. 110-119 16 1
Superior +2to +3 P.E. 120-129 6.7
Very superior +3 P.E. and above 130 and above 2.2

‘IQ based on Wechsler Adult Intelligence Scale, with X = 100, a = 15.



has a low correlcation with many of the usual criteria of adjustment and success. One can
justifiably describe the mental capabilities of each classification only in terms of the
average or modal characteristics of all persons falling within the classification, at the same
time realizing that there are many exceptions and variations. Such characterizations lose
accuracy and meaningfulness for the individual directly to the extent that they go beyond
intellectual skills, particularly those involving reasoning and problem solving based on
language, numbers, or symbols. The classifications are generally quite congruent with
indices of performance in traditional academic curricula, especially the more complex,
symbolic, and conceptual subjects, such as composition, mathematics, and science.

The “retarded” category is traditionally described as I1Q below 70, but this is rather
arbitrary. Psychologists, educators, and social workers, however, show little disagree-
ment that the vast majority of persons with 1Qs below 70 have unusual difficulties in
school and generally have difficulties of an intellectual nature as adults. There are few
jobs in a modem industrial society for which persons below 1Q 70 are capable without
making allowances for their intellectual disability or restructuring the usual requirements
of the job so as to bring it within the capabilities of the retarded person. Persons below 1Q
70 have difficulty in managing their financial affairs and other ordinary demands involv-
ing arithmetic and reading comprehension. Many school systems set the retarded
classification at 1Q 75 or even 80, because such children so often require special instruc-
tion to leam the basic school subjects. Even then these children find it very difficult to
keep pace with their classmates, because, with a mental age a year or more below the
average of their classmates, they lack the conceptual readiness for the scholastic subjects
that are taught in a given grade. The armed forces exclude most persons who score below
an equivalent of about I1Q 75 or 80 on the Armed Forces Qualification Test. There are too
few useful occupations that these low-1Q recruits can be successfully trained to perform,
with limited time for training.

The American Association of Mental Deficiency has recommended that the border-
line of mental retardation be set at between 1Q 70 to 85, defining as “subnormal ’ 1Q
deviations of more than one standard deviation below the general mean of the population.
But this is a matter of statistical definition and does not agree with the general practice of
basing classification as retarded not only on IQ but on various criteria of the individual’s
social adjustment and adaptive behavior. The majority of adults with 1Qs between 70 and
85 are not retarded by ordinary criteria of social adjustment. In one large study, for
example, it was found that 84 percent of such persons had completed at least eight years of
school, 83 percent had held ajob, 65 percent had a semiskilled or higher occupation, 80
percent were financially independent or a housewife, and almost 100 percent were able to
do their own shopping and travel alone (Mercer, 1972a).

The AAMD further subdivides the retarded classification as follows:

1Q 85-70 Borderline retardation
1Q 69-55 Mild retardation

1Q 54-40 Moderate retardation

1Q 39-25 Severe retardation

IQ 24 and below Profound retardation

The vast majority, some 70 percent to 80 percent, of persons below IQ 70 are
biologically normal; no brain damage, disease, or genetic defect is detectable. They are a



part of normal variation in the combination of polygenic and environmental factors that
contribute to variance in 1Q. The remaining 20 percent to 30 percent show “clinical”
signs, either due to brain damage from injury or disease, or they show the medically
recognizable signs of one or another of the more than eighty specifically identifiable
syndromes associated with a single defective gene or chromosomal anomaly. The bulk of
such individuals are found in the 1Q range below 50 and nearly all persons with 1Qs below
35 or 40 are the “clinical” type.

All levels of retardation, except perhaps some of those at the “profound” level, are
amenable to various forms of therapy, conditioning, or training that can make their social
behavior and their lives more satisfactory, both to themselves and to those who must take
care of them, although such training has no appreciable effect on the 1Q. The mildly or
educably retarded can benefit from schooling when it is properly geared to their level of
readiness and conceptual capabilities.

Moving up the 1Q scale to the 80 to 90 range, which is traditionally but unfortu-
nately labeled “dull normal, ” the typical picture is that of quite normal children or adults
whose only consistently distinguishing feature is greater than average difficulty in the
more academic school subjects. Such children are generally slower to “catch on” to
whatever is being taught if it involves symbolic, abstract, or conceptual subject matter. In
the early grades in school they most often have problems in reading and arithmetic and are
sometimes labeled “slow learners. ” But it is really not that they learn slowly as that they
lag behind in developmental readiness to grasp the concepts that are within easy reach of
the majority of their age mates. Such children will eventually grasp these basic subjects
fairly easily, but about a year or two later than their age mates. They are better thought of
as “slow developers” than as “slow learners. ” The child with an 1Q of 80 to 90, it seems,
has to be explicitly taught more of what he must learn, in or out of school, than the brigher
child, who picks up much more knowledge and skills on his own, without need of direct
intervention by parents or teachers. The lower-1Q child does not as readily absorb as much
from his own experiences as the brighter child. Most low-1Q children do not eventually
catch up with their age mates. Because of the fairly high degree of constancy of the 1Q
(see Chapter 7, p. 277), low-1Q children differ increasingly from their average age mates
in mental age as they advance in school.23 Children in the 1Q range of 80 to 90 are usually
not noticed to be intellectually different in any way until they enter school. Their scholas-
tic problems become more evident with each higher grade, since they are further behind
their classmates in mental age.

Because of this increasing lag in the academic subjects, most of these children,
when they reach junior or senior high school, elect the less academic courses. The elective
system allows them to choose courses in which they are more apt to succeed and from
which they are more apt to profit in the world of work when they leave school. By high
school age many such children, because of their earlier scholastic difficulties, have al-
ready acquired a definite dislike for the academic subjects and tend to drop out of high
school if it has little else to offer besides the traditional curriculum. Algebra and
geometry, foreign languages, English literature, and physics and chemistry are not these
pupils’ forte; unless strenuously pressured by parents, they usually avoid these tra-
ditionally college preparatory courses. They prefer the more practical and vocational
courses, which are less symbolic and abstract. Not surprisingly, as adults they have few if
any intellectual interests to speak of; they are generally poorly informed on world affairs,



science, the arts, or other types of information gained through reading. They are usually
employed in jobs that depend little on scholastic skills or in which advancement depends
on individual study or training courses involving “book learning,” “examinations,” or
other school-like requirements.

The 50 percent of the population classed as “average” and falling between 1Qs 90
and 110 hardly needs description. They differ from those below and above on the 1Q scale
only in degree. The schools, the world of work, and the entertainment industry are largely
geared to this average majority of the population. Persons with 1Qs closer to 110, because
of their usually more favorable experiences in elementary and high school are more likely
to seek advanced training or even college than those with 1Qs closer to 90. The myriad of
occupations below the highly technical and professional levels are mostly occupied by
persons in this 1Q range. There is virtually no limitation on such persons in fields that are
not dependent on university- or graduate-level education or in occupations that require
special talents, such as athletics, art, acting, and musical performance. At least an average
1Q is usually needed to compete successfully in such fields, but, beyond that, a high level
in special talents and personal qualities are the crucial factors in success.

1Qs between 110 and 130 are typically found in children who do well in school
subjects, who catch on easily to what is being taught at their grade level, and who take a
liking to the academic curriculum. They are typically good readers from an early age, they
enjoy reading, and they do more of it than most children without encouragement from
others. There are great individual differences in interests and special abilities in this
group, and these differences are reflected in the variability of these children’s perfor-
mances in various scholastic subjects. But usually children with 1Qs above 115 or so can
perform outstandingly in any school subject to which they may apply themselves, barring
special disabilities such as aphasia and dyslexia. These above-average children show a
wider range of interests than the average, they tend to be self-learners, and their hobbies
are usually more complex, advanced, well planned, and long term than one sees in their
more average age mates. Colleges and universities obtain their students almost entirely
from the range above 1Q 110. Entering freshmen in most selective colleges average in the
115 to 120 range, and graduates from these colleges average about 120 to 125. The vast
majority of persons in skilled, managerial, and professional occupations are from this
group. Manual or “blue-collar” workers in this 1Q range generally become the master
carpenters, skilled mechanics, technicians, foremen, and contractors with earnings on a
par with or exceeding those of many white-collar and professional workers.

Persons with 1Qs above 130 usually find school easy, or even perhaps boring for
lack of intellectual challenge. Some are not very enthusiastic students until they reach
college. With average interest, motivation, and application, they tend to be in the upper
half of their college class in grade-point average. With better than average effort and
persistence, they can succeed in virtually any occupation except those requiring special
talents, among which I would include mathematics; at an advanced level mathematics
seems to require not only a high level of general intelligence but also something more in
the nature of a special talent. (As in high-level talent for musical composition and in
playing chess, there is also a marked sex difference in high-level mathematical ability.
Also, it is interesting that authentic child prodigies are found only in chess, music, and
mathematics.) Beyond 1Q 130, factors other than general intelligence largely account for
what these persons make of their careers. Personality factors, interests, drive, stability,



perseverance, general health, cultural background, educational opportunities, and special
talents become the main determining factors once a high level of general intelligence is
present. Outstanding achievement, as Galton noted, depends on at least three things:
exceptional general mental ability, exceptional drive, and exceptional perseverance.
These qualities are almost invariably illustrated, for example, in the biographies of per-
sons whose achievements are judged sufficiently outstanding to be included in the Ency-
clopaedia Britannica.

Even persons above 1Q 140 as a group are extremely varied in interests, accom-
plishments, and conventional criteria of “success,” as shown by Lewis M. Terman’s
(1877-1956) famous study of “gifted” children, described in Terman’s four volumes of
Genetic Studies of Genius (1925-1929). In 1921, from some 160,000 school children in
California, Terman selected 1,528 with Stanford-Binet IQs above 140. The children were
described in terms of medical examinations, physical measurements, scholastic achieve-
ment, character tests, interests, books read, and games known. These children on the
whole were superior physically, averaging more than an inch taller than their age mates in
elementary school. They also have above-average birth weight. In the 1920s, before the
era of social promotions in school, seven out of eight of the gifted group were in grades
ahead of their age group and none was below grade level. They had wider interests and
read more than their age mates. They were also superior in leadership and in social
responsibility. Terman and his co-workers made follow-up studies of these children all the
way into their adulthood and middle age (Terman & Oden, 1959).

Their adult achievements were far beyond expectancy for the general population. A
much higher pecentage completed college, entered the professions, worked up to high
managerial positions at a comparatively early age, published books and articles, and
achieved distinctions meriting biographical citations in American Men of Science and
Who's Who. Their incomes were well above the average, and their divorce rate was below
the national average. Their spouses averaged about 125 IQ and their children’s 1Qs were,
interestingly enough, normally distributed about a mean 1Q of 133, with a standard
deviation of 16, ranging all the way from 1Qs below 70 to above 200. (The Terman gifted
subjects themselves had an average Stanford-Binet 1Q of 152 when tested as children.)
When the more than 1,500 gifted subjects were classified as adults into three groups from
least to most successful in terms of conventional criteria of success, such as outstanding
achievements and public or professional recognition, it was found that the most and the
least successful groups (the top and bottom 20 percent) differed on average by only 6 1Q
points. This highlights the fact that beyond an 1Q of 140, personal factors other than
intelligence are the main determinants of “success.”

Children selected from the range of 1Qs above 150 show quite remarkable
capabilities. A recent study (Stanley, Keating, & Fox, 1974) of exceptionally gifted
children found that many of them by the sixth to eighth grade were fully capable of more
than holding their own in math and science courses at Johns Hopkins University, a highly
selective institution. Most of these students, while still in junior high school, scored far
above the average of college freshmen on the Scholastic Aptitude Test (SAT). One
12-year-old, for example, scored 800 (the highest possible score) on the SAT math
test three standard deviations above the average college freshman score! Five of these
youngsters between 13 and 14 years of age were experimentally enrolled in a college
algebra class at Johns Hopkins University. It was found that these students participated



more in the discussions than the average university student taking the course, and they all
earned A grades.

Estimates of the 1Qs of famous geniuses in history, based on biographical informa-
tion of their capabilities at definitely known ages as children, show many of them to have
been mentally very precocious, much like the children described in the preceding para-
graph (Cox, 1926). The average estimated 1Q of three hundred historical persons (from a
list of the one thousand most eminent men of history) on whom sufficient childhood
evidence was available for a reliable estimate was 1Q 155. Many were as high as 175 and
several as high as 200. Very few were below 1Q 120, and in most of these cases there was
too little evidence of the early years, so that the evidence available resulted in an estimate
of the minimum 1Q consistent with what these persons were known to have done at a
particular age in childhood. Thus the majority of these eminent men would most likely
have been recognized as intellectually gifted in childhood had they been given IQ tests.

By way of summary, it may be useful to look at Table 4.5 compiled by Cronbach
(1960, p. 174) from estimates in the research literature of the typical 1Q levels or require-
ments for the various listed criteria. At best, it gives only an approximate and limited
indication of what persons at the various 1Q levels are most typically capable of achieving,
and it would be easy to find many exceptions. At every 1Q level above 40 or 50, a rather
wide range of practical accomplishments and capabilities is found, first, because a certain
level of ability is usually only a necessary but not sufficient condition for any particular
achievement and, second, because many socially useful and valued activities do not
depend to any large extent on the kind of mental ability measured by I1Q tests. This is not a
fault of the tests, but rather a virtue. A single score or measurement is necessarily
unidimensional if it is to have any real meaning. A single number like an 1Q cannot reflect
two or more uncorrelated attributes, and there are many uncorrelated factors that deter-
mine human behavior. But a mental test score can reflect one part, often an important and
stable part, of the many diverse factors that contribute to variability in performance in
particular situations and to lifetime accomplishments in general.

Although 1Qs are an interval scale, the practical, social, economic, and career
implications of different IQs most certainly do not represent equal intervals. Again, this is

Table 4.5. Typical IQ levels for various criteria.

IQ Criteria

130 Mean of persons receiving Ph.D.

120 Mean of college graduates.

115 Mean of freshmen in typical four-year college. Mean of children from white-collar and
skilled-labor homes.

110 Mean of high school graduates. Has 50:50 chance of graduating from college.

105 About 50:50 chance of passing in academic high school curriculum.

100 Average for total population.

90 Mean of children from low-income city homes or rural homes. Adult can perform jobs re-
quiring some judgment (operate sewing machine, assemble parts).

75 About 50:50 chance of reaching high school. Adult can keep small store, perform in
orchestra.

60 Adult can repair furniture, harvest vegetables, assist electrician.

50 Adult can do simple carpentry, domestic work.

40 Adult can mow lawns, do simple laundry.



not a fault of the 1Q scale, but is the result of personal and societal values and demands.
The implications and consequences of, say, a 30-point IQ difference is more significant
between 1Qs of 70 and 100 than between 1Qs of 130 and 160. The importance of a given
difference depends not only on its magnitude, but on whether or not it crosses over any of
the social, educational, and occupational thresholds of 1Q. To be sure, these thresholds
are statistical and represent only differing probabilities for individuals’ falling on either
side of the threshold. But the differential probabilities are not negligible. Such probabilis-
tic thresholds of this type occur in different regions of the 1Q scale, not by arbitrary
convention or definition, but because of the structure of the educational and occupational
systems of modem industrial societies and their correlated demands on the kind of cogni-
tive ability measured by 1Q tests.

The four socially and personally most important threshold regions on the 1Q scale
are those that differentiate with high probability between persons who, because of their
level of general mental ability, can or cannot attend a regular school (about IQ 50), can or
cannot master the traditional subject matter of elementary school (about IQ 75), can or
cannot succeed in the academic or college preparatory curriculum through high school
(about 1Q 105), and can or cannot graduate from an accredited four-year college with
grades that would qualify for admission to a professional or graduate school (about IQ
115). Beyond this, the 1Q level becomes relatively unimportant in terms of ordinary
occupational aspirations and criteria of success. That is not to say that there are not real
differences between the intellectual capabilities represented by 1Qs of 115 and 150 or even
between 1Qs of 150 and 180. But I1Q differences in this upper part of the scale have far less
personal implications than the thresholds just described and are generally of lesser impor-
tance for success in the popular sense than are certain traits of personality and character.

The social implications of exceptionally high ability and its interaction with the
other factors that make for unusual achievements are considerably greater than the per-
sonal implications. The quality of a society’s culture is highly determined by the very
small fraction of its population that is most exceptionally endowed. The growth of civili-
zation, the development of written language and of mathematics, the great religious and
philosophic insights, scientific discoveries, practical inventions, industrial developments,
advancements in legal and political systems, and the world’s masterpieces of literature,
architecture, music and painting, it seems safe to say, are attributable to a rare small
proportion of the human population throughout history who undoubtedly possessed, in
addition to other important qualities of talent, energy, and imagination, a high level of the
essential mental ability measured by tests of intelligence.

SUMMARY

Differences between various subpopulations in selection ratios for educational and
occupational selection cannot be properly understood without reference to the total distri-
butions of ability in the subpopulations. Seemingly very large subpopulation differences
when expressed in terms of selection ratios (i.e., the percentage of a group falling above
or below some selection cutting score) are shown to correspond to smaller and much less
erratic differences between the total distributions of abilities in the subpopulations.

The form of the frequency distribution of test scores depends on certain statistical



characteristics of the test items, namely, the item difficulties (i.e., the percentage of the
population passing each item) and the item intercorrelations. Manipulation of these two
item characteristics can produce marked variations in the form of the frequency distribu-
tion of test scores. Tests of mental ability are devised to yield a normal distribution of
scores in the population, as a number of cogent arguments can be brought to bear in
support of the hypothesis that general mental ability is distributed in the population
approximately in the form of the normal curve, with certain systematic departures from
normality occurring both above and below about two standard deviations from the mean.
No contrary hypothesis regarding the distribution of ability has ever gained theoretical or
empirical support. The distribution of achievement, on the other hand, is not normal but is
markedly skewed to the right, if measured on an absolute scale. This finding is consistent
with the hypothesis that achievement is a multiplicative (or some other nonadditive)
function of a number of simpler, normally distributed factors, including general mental
ability.

The traditional mean and standard deviation of IQ as 100 and 15, respectively,
were originally derived from the relationship of mental age to chronological age. The
MAJ/CA ratio, however, has certain psychometric disadvantages, and today 1Qs are gener-
ally expressed as standardized scores (with mean = 100, cr = 15) at every age level.

The cumulation of many years of experience with the 1Q and its many educational,
occupational, and social correlates permits rough general descriptions of the kinds of
probabilistic performance expectancies associated with the various broad divisions of the
1Q distribution above and below the general population mean. There are several critical
probabilistic thresholds within the total range of 1Q, each having important educational
and occupational consequences for individuals. It is largely the layman s perception of
this critical threshold property of intelligence, and the fact of its objective measurement by
the 1Q, that lends the IQ its importance in the public eye and makes it such a sensitive and
controversial topic.

It is an interesting and important fact that white and black applicants for a wide
variety of jobs (and probably also applicants to institutions of higher learning) with
differing ability demands are self-selected from the same relative positions in their own
population’s distribution of aptitude and not in terms of one and the same scale of aptitude
for the whole population.

Test scores scaled differently for various subpopulations in terms of separate stan-
dardization norms based on the different subpopulations have no legitimate practical
utility. Separate norms for different subpopulations merely obscure actual test biases.

NOTES

. The highest possible correlation between two variables, x and vy, is the square root of
the product of their reliabilities, that is, \/rxx x rvv, where rxx and ryy are the
reliabilities of x and y, respectively. In the case of dichotomously scored items (such as
Right = 1, Wrong = 0), the size of the highest possible correlation between two items is
also a function of the item difficulties (p values). The more that two items differ in
difficulty, the lower is their highest possible correlation, even when there is no measure-
ment error.



2. In algebra, squaring a binomial such as {a + b) is accomplished by multiplication as
follows:

@+ b)
X (@ X b)

ab + b2

a2+ ab
a2+ 2ab + b2

3. Consider the data in Table 4N.1, which shows the results of ten subjects who have
taken a test made up of two items, | and J, with the answer to each item scored as Right
(= 1) orWrong (=0). The variance of of of a single item is pg, where p = the proportion
passing and q = 1-p. The variance of total scores or2 is 2 x 2N, where x is the deviation
of each person’s total score from the mean. The covariance Ctj between items is the
cross-products of the item deviation scores for each person, summed over all persons, and
divided by N (the total number of persons). In the example in Table 4N. 1, these values are

= .25.
fiem varfnces of f
erf = .24.
Item covariance C« = .10.
Total variance a% = .69.
Table 4N.1
Raw Scoresl Deviation Scores?2
Item Score Test Score Item Score Test Score
Subjects / J X i i X
a 1 1 2 +05 +0.4 +0.9
b 1 1 2 +0.5 +0.4 +0.9
C 1 1 2 +0.5 +0.4 +0.9
d 1 1 2 +0.5 +0.4 +0.9
e 1 0 1 +0.5 -0.6 -0.1
f 0 1 1 -0.5 +0.4 -0.1
g 0 1 1 -0.5 +0.4 -0.1
r_l 0 0 0 -0.5 -0.6 -1.1
i 0 0 0 -0.5 -0.6 -1.1
j 0 0 0 -0.5 -0.6 -1.1
Total 5 6 11 0 0 0
Mean3 5 .6 11 0 0 0
a2 .25 .24 .69 .25 24 .69

’Right = 1, Wrong = 0.

The deviation score (denoted by lower-case letters) is the raw score minus the mean, forexample, X = X - X
Note that the item mean isthe same as the item ’sp value (proportion passing). The mean of the distribution oftest
scores is the sum of the item means (or p values).



In equation 4.2 we see that o* = taf + 2 2C tj. Substituting the values from our example
into this equation, we see that

69 = (25 + .24) + 2(.10).

The correlation ru between items i andj is their covariance divided by the product of
their standard deviation, that is ru = Cu/ct-jCt,. In the example preceding, the correlation ru
between items i andj is .10/(.5 x .4899) = .4082.

In practice, however, this is not the usual way of determining item intercorrelations.
The most common method is by the phi coefficient, which is a product-moment correla-
tion for dichotomized data. The relationship between a pair of items scored pass or fail is
represented in a2 x 2 contingency table, where A, B, C, and D are the frequencies in each
of the four cells:

Item J
Wrong Right

Right A B (A + B)
Wrong c D (C+ D)
(A+C) (B+D

The letters in the cells represent the number of subjects in each cell. The phi coefficient,
<x1, which is exactly the same as the correlation coefficient rtj, is

BC - AD

(4N.1)
<t V(A +B) (C+D) (A +C) (B +D)

In terms of our example in Table 4N.1, this is

Item J
Wrong Right
Right A 1 B 4 5 (A + B)
Item /
Wrong C 3 D 2 5 (C + D)
4 6
(A + C) (B + D)
4x3)- (1x2 _ 10

= .4082.
N~ VB x5x4x6 24.4949

4. Equation 4.6 is related to the well-known Kuder-Richardson formula (K-R 20) for estimat-
ing the internal consistency reliability, rxx, of a test:

_lo>- Zpg\ 1l n \ (4N.2)
rx*~\ a% )\n - 1/



where

%= the total variance of test scores,
2pq = the sum of the item variances, and
n = the number of items in the test.

The expression involving n is a correction factor needed to permit the maximum possible
rxx to equal 1. A test length limits the proportion of total variance that is attributable to
the item covariances; the maximum possible value of this proportion is (n - 1)/n.

. The size of the correlation between items depends in part on the difference in their
difficulties. Only items of the same difficulty can have ru = 1. The maximum possible
correlation is increasingly less than unity the greater the difference in item difficulties.
Take two items i and j, with p values of .8 and .6, respectively. The following con-

tingency table shows the proportion of subjects needed in each cell to produce the highest
possible correlation, which is rf] = .6124.

Item J
Wrong Right
Right 2 .6 «8 Pi
Wrong 2 0 2qt
4 .6
< Pi

The highest possible correlation between two items withpt = .9 andp} = .1 isonly ri}
= .11. The average item intercorrelation ri} of a nine-item perfect Guttman scale is
only .486; ru decreases as the number of items increases in a Guttman scale. The nine-
item Guttman scale would yield the rectangular distribution of scores shown in part A of
Figure 4.2. The variance components are

a% = tpq + 22rijcricr,
8.25 = 1.65 + 6.60,

and the internal consistency reliability rxx (by the Kuder-Richardson formula, see equa-
tion 4N.2) is .90. The highest possible correlation that a test score can have with another
variable is the square root of its reliability. This perfect Guttman scale (of only nine items)
thus cannot be correlated more than V M = .95 with whatever it is that it measures, that
is, the scores are a less than perfect measure of the hypothetical trait in question, yet it is
the best measure possible with a test of only nine items. A perfect Guttman scale of ninety
items, on the other hand, would be correlated .9945 with whatever trait it measures.

. The average item intercorrelations rtj of actual tests are quite low, generally falling
between .10 and .20. Examples are Raven’s Colored Progressive Matrices Test, rtj = .20;
the Peabody Picture Vocabulary Test, ru = .14; the Wechsler Adult Intelligence Scale,’
ry = .10. Because these tests all have fairly large numbers of items (Raven = 36, PPVT
= 150, WAIS = 153), their internal consistency reliabilities (see note 4) are quite high
(Raven = .90, PPVT = .96, WAIS = .97).

. Because the number of siblings within any one family is too small ever to demonstrate
a normal distribution on any trait, the method of showing the normality of the distribution



10.

of test scores within families has to be indirect. Differences between family means cannot
enter into the distribution. Therefore we plot the distribution of absolute differences
between all pairs of siblings within each family. When this has been done in large
samples, it turns out that the distribution of absolute differences among sibling pairs does
not differ appreciably from the form of the x (chi) distribution, which is the theoretical
distribution of absolute differences between all possible pairs of values in the normal
distribution. Thus we can infer that the siblings’ scores are normally distributed within
families. The variance of this normal distribution is of course less (by approximately
one-half) than the variance in the total population, which is comprised of the variance
within families plus the variance between families.

. The study of identical twins provides good evidence that the environmental influences

on 1Q are normally distributed. Because identical twins have exactly the same comple-
ment of genes, any difference between them must be attributable to environmental factors
and errors of measurement. The distribution of absolute differences in IQ between identi-
cal twins reared apart does not differ significantly from the chi distribution, which means
that the environmental components in the twins’ 1Qs are normally distributed (see note 7,
Jensen, 1970a).

. Burt (1957) tried to determine whether this excess in the lower range of the 1Q

distribution is due to brain damage or other environmental factors as compared with purely
genetic factors. He began with an unselected group of several thousand London children.
Any child with signs of brain damage (other than low 1Q) or from an extremely unfavor-
able environment was excluded. The resulting distribution of Stanford-Binet 1Qs of the
remaining 4,523 children is shown in Figure 4N. 1. This 1Q distribution comes quite close
to the normal curve (dashed line), but a statistical test for the goodness of fit shows that it
departs significantly from normality. A discrepancy of this magnitude could occur by
random sampling fluctuation less than once in a million samples if the distribution in the
population were strictly normal, so it seems safe to say that this departure from normality
is a genuine fact of nature. Again, the discrepancy consists of an excess of very low 1Qs.
Thus, the true distribution of intelligence is represented not by the normal curve but by a
particular kind of skewed curve that statisticians refer to as a Type 1V curve (the continu-
ous line shown in part B of Figure 4.2), so named by the English statistician Karl Pearson.
The fact that there remains an excess of 1Qs below 60 despite the attempt to screen out
cases of brain damage and severe environmental handicap strongly suggests that at least
some part of this “bulge” at the lower end of the distribution has a genetic basis. It should
be noted that the obtained distribution of 1Qs fits the normal curve almost perfectly in the
1Q range from about 60 to 150.

The formula for the normal curve is

N-«-M)2/ar2

wHere y - trver
y = the frequency of score X,
M = the mean of the distribution,
cr = the standard deviation of the distribution,
N = the total number of scores or measurements,
T = the mathematical constant 3.1416, and
e = the base of natural logarithms, with a fixed value of 2.718.



Figure 4N.1. Distribution of Stanford-Binet 1Qs of a sample of 4,523 London children
rom which all cases of diagnosed brain damage and extreme environmental deprivation
have been excluded. A normal curve (dashed line) and Pearson’s Type IV curve (continu-
ous line) are superimposed on the actual data (stepwise curve). Note that the Type IV
curve shows a closer fit to the data than does the normal curve. (From Burt, 1963, p

11. The usual statistical method for testing the goodness of fit of a theoretical curve to the

12.

obtained measurements is the x2 (chi squared) test, which is explicated in most statistics
textbooks. It tells us the chance probability of finding discrepancies as large as were
actually found between the theoretical (e.g., normal) distribution and the obtained distri-
bution. If the chance probability is very small, say, 5 percent or 1 percent or less, we may
feel safe in concluding that the discrepancy between the theoretical and obtained distri-
butions is real and not merely the result of chance fluctuations due to imperfect sampling
of the population. Figure 4N.2 shows a normal curve fitted to a distribution of 486 actual
test scores. A x2test shows that the discrepancies of the obtained values (the data in each
column) differ from the normal curve by an amount that would occur by chance fluctua-
tions in 15 percent or more of all similar samples from the population. A probability of 15
percent is much too large for us to be quite confident that the obtained sample distribution
came from other than a normal distribution of scores in the population, and so we accept
the hypothesis that the population distribution is normal.

The moments (m) about the mean of a distribution consist of the raw score deviations
from the mean raised to the powers of 1, 2, 3, 4, and so on. Statisticians rarely
use moments beyond the fourth.

The first moment is m, = XQC-xy/N = 0.
The second moment is the variance: m2 = X(X~X)2N = cr2.
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The third moment is m3 ~ 2(X X)IV.
The fourth moment is m4 = 2(X-X)4V.

An index of skewness, a, is a = mJcr\ For the normal curve a = 0. Positive
values of a indicate positive skewness and negative values indicate negative skewness.

An index of kurtosis (peakedness) is jB = mjcr\ For the normal curve, itis0 = 3.
Values of j8 greater than 3 indicate leptokurtosis (greater peakedness or piling up of scores
in the middle of the distribution). Values of /3 less than 3 indicate platykurtosis (flattening
of the distribution).
When the two groups are of the same size and have the same standard deviation, the
formula for the point-biserial correlation depends only on the mean difference d; the
relationship between d and rpbs is shown in Figure 4N.3.

The standard deviation a, of combined groups 1 and 2 may be obtained by the
following formula, in which the subscript t refers to the total (i.e., combined) groups.

AN (X2 + 0j) + N (X! + or]) _ y2 (4N.3)
Y Ni + N2 ¢ -

The ordinate y of the normal curve for any value of z is the height of the curve at z,
with y expressed on a scale that goes from 0 to .3898, which is the range of values of y
between plus or minus infinity and the mean of z; that is, y - .3898 is the highest point of
the curve. In mathematical terms,

where w is 3.1416 and e is the base of natural logarithms, 2.718. Values of y as a function
of z are usually given in tables of the normal curve.

Figure 4N.2. A normal curve mathematically fitted to an actual distribution
of 486 1Q scores. In this sample the obtained distribution does not depart
significantly from the normal curve. (From Lewis, 1960, p. 229)

Y
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Figure 4N.3. The relationship between the point-biserial correlation (rpbs)
and the mean difference (d) between groups in cr units on the continuous
variable, assuming equal (r’s and equal /V’s in the two groups.

An index of skewness that can be applied to these data as presented is

Skew = (Xao —X50)) — (Xm0 —X,0

X0 X1 (4N.4)
where X is the raw score at the percentile represented by the subscript. This index is an
absolute scale of skewness ranging from 0to + 1. This index of skewness applied to a raw
score distribution of 1,503 high school seniors taking the General Culture Test yields
Skew = .21. For comparison, the normal curve has Skew = 0 and the curve in Figure
4.20 has Skew = .31.

Reviews of the extensive evidence for the approximately one standard deviation
white-black difference in 1Qs and other mental test scores are to be found in Dreger and
Miller (1960, 1968); Jensen (1973b); Loehlin, Lindzey, and Spuhler(1975); Shuey (1966V
and Tyler (1965). ’

The logarithmic transformation of the 1Q is 100[1 + In (1Q/100)], which leaves the
transformed 1Q of 100 still equal to 100. (In = the natural or Napierian logarithm, which
is 2.3026 times log n to the base 10.)

It also suggests that the more skewed distribution of Stanford-Binet 1Qs of black
school-age children shown in Figure 4.21 is a result of the fact that these school children,
though a random sample of blacks in the five southeastern states in which they attended
school, are not a representative sample of the entire black population of the United States.
The Wonderlic sample is probably more representative, but this is only speculative, since
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22.
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unfortunately the Wonderlic data, although obtained from every part of the United States,
are not a random sample of the U.S. population but, rather, a self-selected sample of
applicants for jobs in organizations that use the Wonderlic Personnel Test. Such persons
may be less representative of the black than of the white population.

A good historical account of the development of the Binet scale and its descendants is
provided by Tuddenham (1962, pp. 481-494).

Notice that this method of deriving mental age (MA) from the regression of raw score
means on chronological age (CA) is equivalent to defining MA in terms of the average raw
score obtained by a normative sample of a given CA. But MA could also be determined
from the regression of mean CA on raw scores, which would define MA in terms of the
average age of all persons attaining a given raw score. Because raw scores and CA are far
from being perfectly correlated, the two regression lines (i.e., raw score on age and age on
raw score) do not coincide. Therefore the MA would be different depending on which
method is used. (Conventionally, the first method is most commonly used.) In a beauti-
fully lucid and now famous article, L. L. Thurstone (1926) severely criticized the
mental-age concept because of this ambiguous aspect of its definition; he urged that “we
should discard the awkward mental age concept,” and suggested replacing it with percen-
tile scores or standardized scores (z scores) based on the mean and standard deviation of
raw scores of the normative population within each CA interval. This, in fact, is what has
been done in all modem intelligence tests, including the Stanford-Binet since 1960.

These examples are from the National Assessment Tests (Womer, 1970).

The best prediction that one can make of a person’s future 1Q on the basis of his or her
present 1Q is given by the formula

IQ = rPF (IQ -1Q) + 1Q,
where

1Q = the predicted future 1Q,
rPF = the known correlation between 1Q at present (P) and future (F) ages, and
IQ = the mean IQ in the population of which the person is a member.

The standard error of estimate (i.e., of 1Q) is
SE{g = <rVlI-rj,F,

where < is the standard deviation of the 1Q in the population. Values of r PF are discussed
in Chapter 7, pp. 277-284.






Chapter 5

Varieties of Mental Test Items

Critics of mental testing rely heavily on popular misconceptions concerning the
nature of the items or questions that make up intelligence tests. The public generally think
of “IQ tests” as lists of questions calling for specific knowledge or information, espe-
cially of the kinds most apt to be acquired in school, in highbrow books, or in a cultured
home. It is easy to pick out for display single items from the more than one hundred
published intelligence tests that will reinforce this impression. To gain a more accurate
idea of what makes up an intelligence test, we need to look at a representative sample of
the varieties of items that are actually used in the many tests of general ability. In fact, in
the measurement of general ability, it might be said that variety is the name of the game,
and necessarily so.

Here we shall consider only the varieties of items that make up tests of general
mental ability or intelligence, as these are the tests that are the most disputed and most
misunderstood. The contents of many other types of tests, such as achievement tests in
specific scholastic subjects and work-sample aptitude tests for specific vocational skills,
can be more easily imagined than the contents of intelligence tests. Intelligence tests
constitute only about 10 percent of all published psychological tests currently in print.
Table 5.1 shows the main types of published standardized psychological tests.

Here we shall focus on types of items rather than on whole tests, because nearly all
intelligence tests consist of some selection of these various types of items. Examination of
item types is the most direct way of gaining some insight into the mental processes called
for in tests of intelligence. Descriptions and critical reviews of each of the many published
tests can be found in the seven Mental Measurement Yearbooks edited by Oscar K. Buros
(1938, 1941, 1949, 1953, 1959, 1965, 1972). Several well-known textbooks on
psychological testing also present detailed descriptions of some of the more widely used
tests (Anastasi, 1976; Cronbach, 1970; Vernon, 1960).

Overview

A few general principles about intelligence test items should be kept in mind while
examining any specific item.

Lack of Resemblance to “Real Life.” At the outset, one should realize that test
items, and even whole tests, are in an important sense much more simple and clear-cut
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Table 5.1. Psychological tests by major classifications.
(From Buros, 1972, p. xxxi)

% of

Classification Number Total

Vocations 181 15.6%
Personality 147 12.7
Miscellaneous 129 11.1
INTELLIGENCE 121 105
Reading 102 8.8
Mathematics 96 8.3
Science 80 6.9
Foreign languages 75 6.5
English 55 4.8
Social studies 53 4.6
Speech & hearing 38 3.3
Achievement batteries 36 3.1
Sensory-motor 20 1.7
Fine arts 14 1.2
Multi-aptitude 10 0.9

Total 1,157 100.0%

than most real-life situations that one thinks of as showing intelligence. This is an
intentional and practical necessity in a standardized test. An essential part of the meaning
of ‘standardized” is that the stimulus or situation eliciting the behavior that is to be
observed, rated, or graded should be relatively unambiguous and objective, in the sense
that it is perceived consistently as the same task by all persons and by the same person at
different times. It should present no choice and no difficulty in terms of the subject’s
knowing what he or she is supposed to do. (Whether the subject can do it or not is another
matter, that is what the test item is intended to determine.) To achieve this simplicity and
clarity of purpose usually results in what may appear to be a kind of artificiality or
impracticality of the test items, a lack of resemblance to the kinds of problems on which
most of us actually have to use our “brains” in our everyday lives. But this may not be a
serious matter if it can be successfully argued that the complex situations of real life that
call for intelligence or demonstrate intelligent behavior can be analyzed into essentially
the same basic components of ability or mental processes that are called on in a simpler,
more pure form in the items of intelligence tests. The fact that intelligence test scores can
predict practical, real-life criteria and accord with commonsense judgments of intelli-
gence, brightness, cleverness, and the like is good evidence that the “unrealistic” test
items must share something in common with the complex real-life situations in which a
person’s intelligence is judged in commonsense terms.

By analogy, consider a test of running ability. All contestants start in a certain
position with their toe on a line. They are required to run 100 yards down a straight and
narrow path marked off by white lines, and they are not to begin until they hear a gunshot.
Each contestant’s score is the number of seconds that it takes him or her to run to the finish
line. What could be a more artificial situation? We are never called on to do this in real
life. When we have to run to catch our bus, for example, we may not be on a smooth dirt



track but on a slippery wet street; we may be carrying a briefcase, an umbrella, or
packages; we may have to dodge other pedestrians; and so on. The real situation always
seems to involve many other factors and conditions than the test situation. Yet our simple
running test may be a better predictor of how fast persons can run overall in a great variety
of real-life situations than we could predict from any single one of those more complex
situations, any one of which would require that we take into consideration all the other
factors in addition to running ability that entered into the situation. If running ability per
se, as we intended to measure it in one test, is an unimportant factor in real-life situations
that involve running, it should not correlate with speed in these real-life situations. We
might find, for example, that we could make better predictions if our test combined the
running speeds measured under a number of different conditions running on a slippery
versus a dry surface, a clear runway versus dodging obstacles, running along straight
versus zigzag lines, and so on. All these conditions could not effectively be combined in a
single 100-yard running trial, equivalent to a single test item, but several trials could be
given, each incorporating a different feature. The subject’s total score summed for all the
conditions would be a measure of his general running ability. The test as a whole still will
not closely resemble all the running situations that one encounters in life, but it will
contain the essential components of most such situations. Much the same sort of thing is
also true of intelligence tests. To understand this properly involves discussing definitions
and theories of intelligence, but such discussion is best postponed until we have taken a
look at the kinds of items that actually make up intelligence tests.

Indifference of the Indicator. It is important to understand the principle enunci-
ated by the English psychologist Charles E. Spearman (1923), known as “the indifference
of the indicator” (or “the indifference of the fundaments”). It means that in an intelli-
gence test the specific content of the items is unessential, so long as it is apprehended or
perceived in the same way by all persons taking the test. Any given item cannot, of
course, be without content, but the content is a mere vehicle for the essential elements of
intelligence test items. The essential elements involve the expression of relationships.
According to this view, there is no limit to the number or specific kinds of items that can
measure intelligence. The number and variety of items that can be invented for intelli-
gence tests is limited only by the imagination of the test constructor. But, if the items are
to measure intelligence, they must all possess certain abstract properties, described by
Spearman as presenting the possibility for eduction of relations and correlates. This has
much the same meaning as inductive (“relations™) and deductive ( correlates ) reason-
ing. Eduction of relations means inferring the general rule from specific instances (i.e.,
induction). Eduction of correlates means making up or recognizing a specific instance
when given one other specific instance and the general rule (i.e., deduction). Later on we
shall see how Spearman’s principle of “eduction of relations and correlates applies to a
great variety of specific items.

Spearman’s principle of “indifference of the indicator” had its origin as a corollary
of his two-factor theory of intelligence, which held that every cognitive test or test item
measured a general factor g that is common to all items and a specific factor s that is
unique to the particular item and not shared by any other items. When a large number of
item scores is summed, the uncorrelated specific factors cancel out, so that the total score
reflects individual differences only in the factor common to all of the items, called the g
factor. But it was later discovered that, in addition to the two factors g and s, there are



also group factors that are common to groups of items, such as verbal, numerical, and
spatial. Items thus can measure certain group factors as well as the general factor common
to all items, and this fact, later acknowledged by Spearman, necessitates some qualifica-
tion of his principle of “‘indifference of the indicator. > When we admit the existence of
group factors, as the evidence now compels us to do, we must logically recognize that
items may be composed in such a way as to measure g plus one or more group factors.

Only by including a great variety of items that measure many different group factors
as well as g can we determine (by means of factor analysis) the degree to which the total
scores on the test reflect individual differences in g and how much of the variance is
attributable to various group factors. All present-day intelligence tests predominantly
measure g, but they differ somewhat from one another in the extent to which the scores
also represent an amalgam of g plus certain group factors. After g, a verbal factor is most
prominent in most intelligence tests, especially in group intelligence tests intended to
measure scholastic aptitude.

If intelligence could be measured only by certain standard or conventional test
items, however, the principle of “indifference of the indicator” would be wholly invalid,
and it would be impossible to go on making up “new” and “different” intelligence tests
that all measure pretty much the same thing. But it is a fact of the utmost importance that
the very same intelligence can be measured by tests that differ markedly in form and
content, just so long as they at some point require the process of relation eduction. Test
constructors and publishers would be in serious trouble if this were not the case, as tests
and test items are copyrighted. If one wants to publish a new or better test, one cannot
borrow the test items from all the other tests but must make up one’s own items from
scratch. In practice, however, no modem test constructor ignores what has been learned
from analyses of past and present tests or from the important principles discovered by
Spearman. As a consequence, new tests of intelligence do not look very new, although
they may differ in every detail of form and content or other superficial properties. One still
can easily see Spearman’s principle of “eduction of relations and correlates” in most of
the items. No attempt to ignore this principle in intelligence test construction and yet
produce either a practical or a theoretically defensible test of intelligence has had much
success.

Low Item x Total Score Correlation.  One must realize that no single test item is a
very good measure of intelligence (or whatever it is that the total score on the test
measures). This fact is in large part the basis for the plausibility of those criticisms of 1Q
tests that consist of singling out specific items as examples of the supposed trivilaity of
what is measured by the test. For the most part, this is a psychometrically unwarranted
basis for criticism, as any single item in a good intelligence test measures intelligence
much less than it measures a number of other factors. This is true even of the items in the
best intelligence tests available. There simply are no "pure” measures of intelligence at
the level of single items.

Items are very impure measures indeed. The average correlation of Stanford-
Binet test items *’ with total score is about .60, which means that only about 36 percent of
the variance in the typical “item” reflects the intelligence measured by the Stanford-
Binet total score or 1Q. The remaining 64 percent of the “item’s” variance reflects
something other than intelligence, assuming that the total score or 1Q is a good index of
intelligence. | have used the word “item” in quotes, because many of the Stanford-Binet

items on which this correlation was based are not really single items, but are small



subtests, or groups of items, or two or three trials on a single type of item. When we look
at the correlation of really single items with total score on most intelligence tests, we
seldom find correlations higher than about .40, and the average correlation is closer to .30.
To get a direct impression of what a correlation of .40 consists of, imagine that we have a
single hypothetical item that is a perfect measure of intelligence and that divides the
population exactly in half. (In other words, the hypothetical and actual items both have a
difficulty, p, of.50.) A correlation of .40 between the hypothetical perfect item and the
actual item, both given to the same group of one hundred persons, would look like this:

Perfect Item
Fail Pass

Pass 15 35 50
Actual Item

Fail 35 15 50

50 50 100

Notice that the actual item correctly classifies 70 percent of the persons and misses on 30
percent. But even a correlation of zero would result in 50 percent “hits” and 50 percent
“misses,” just by the laws of chance. So the result on the actual item predicts the result on
the perfect item only 20 percentage points better than chance. Remember, this is about the
best we can expect to find for single items in our current tests of intelligence. If the
average correlation of items with the total test score is between .3 and .4, as is the case for
most tests of intelligence, and if the total score on such tests is not a perfect measure of
intelligence, as we know is the case, then a prediction of 20 percentage points better than
chance is probably close to the upper limit of the power (or validity) of our best test items,
taken singly, for reflecting intelligence. It is little wonder that inspection of single items
leaves one with the feeling, “Could passing or failing this trivial-looking item really
measure anything important?”

Single items gain their importance only by the summation of a large number of
them. Each and every item must correlate with intelligence to at least a small degree, so
that this small factor in each item is, so to speak, distilled out by summation, and whatever
else it is that each item measures must be sufficiently varied from item to item so that it
will tend to average out, that is, algebraically sum to zero. The total score then should be a
measure of intelligence more than of anything else. The oft-asked question “But does it
really measure intelligence?” is postponed to the next chapter.

Eduction of Relations and Correlates. The common factor in the test items that
summate in the total score was described by Spearman as eduction— “the eduction of
relations and correlates. ” In viewing typical items from a variety of tests, one is usually
able to discern the eductive element in the item. It most often assumes one of two



In the first diagram, A and B are what Spearman called fundaments, which are given, and
R is a relationship between them, to be educed by the subject (hence the broken line).
Fundaments are the mental elements between which a relation mediates. A fundament
calls for apprehension rather than eduction. Apprehension, in Spearman’s terminology, is
the principle that any lived experience tends to evoke immediately a knowing of its
character and experience. It is direct perception without inference, or recognition based on
familiarity. Apprehension is thus more primal than eduction. A simple example of dia-
gram 1: A and B are the words “good” and “bad” ; the relationship is “opposite. ” In the
second diagram the subject is given a fundament A and a relation R and must educe a
correlate C. For example, “good —“opposite” = “bad.” Many test items will be seen
to take one of these forms, which most seem to characterize items that have the largest
correlations with the total score. (However, there are some noteworthy exceptions, to be
mentioned shortly.) The content or vehicle for the eduction of relations and correlates is
quite unimportant, with the proviso that the given fundaments are clearly perceived and
known to the subject by apprehension, as Spearman used this term. The subject must first
know the elements of the test item and understand the requirements of the task for it to
reflect the subject’s power of eduction. It is largely because these prerequisites for testing
intelligence are so difficult to fulfill in the case of very young children that “infant
intelligence tests” are made up of quite different kinds of items than those in tests that are
appropriate for older children and adults. Also, infant tests clearly do not measure the
same ability that we identify as intelligence in older children. This is not because intelli-
gence itself is mainly learned or acquired through experience, but because the vehicles for
testing it—a wide variety of fundaments—depend on learning and experience for their
acquisition. The infant intelligence tests are better called tests of perceptual-motor de-
velopment. They assess apprehension of fundaments much more than eduction of relations
and correlates. But, beyond early childhood, standard intelligence tests attempt to assess
mainly the subject’s ability to think, as reflected in the mental manipulation of words,
numbers, symbols, concepts, and ideas.

Classification of Tests and ltems

Intelligence tests and items can be classified in several ways: individual and group;
verbal, nonverbal, and performance; culture loaded and culture reduced; altitude and
breadth; speed and power. The reader should gain some familiarity with each of these
terms.

Individual and Group Tests. Individual tests, like the Stanford-Binet and
Wechsler, are administered individually by a trained tester. Individual administration is
required for many of the items in such tests because they involve equipment that has to be
manipulated and presented in standard ways by the tester, and in some cases the subject’s
performance on a given task has to be timed with a stopwatch. Also, individual tests
contain items in which the subject’s performance usually has to be observed directly to be
recorded and scored by the tester. The subject does not write his or her answers, and many
of the responses are nonverbal performances, such as putting colored blocks together in a
certain pattern, working a kind of jigsaw puzzle, or arranging pictures in a logical se-
quence.

The chief advantage of an individual test is that the tester is usually able to tell



whether a subject has understood the directions, and, if the child has not, to repeat them.
Also, the tester observes whether or not the subject is conscientiously attending to the
assigned tasks and is putting forth effort to comply with the tester s requests. A clinical
psychologist’s test report usually comments on these points. The clinician also takes note
of external distractions should they occur, as well as the emotional state of the subject and
the possibility of internal distractions such as anxiety, too great wariness, or response
inhibition. Through the personal experience of testing a great many persons under stan-
dard conditions, the good clinician develops a “feel” for whether he or she is obtaining a
“good” test in any particular case, and, if the tester feels some doubt about the results or
the conditions under which the test results were obtained, the tester will state this in his or
her report and recommend retesting the subject on another occasion. Usually more than
one test will be given to see if they all yield similar results.

At times a clinician will see a child on several occasions in a play therapy room
before testing the child, to ensure that the child will feel familiar and at ease with the tester
when it comes to the test situation. A clinician tries, within the constraints of the stan-
dardized administration procedures, to elicit the best performance of which the subject is
capable. Individual administration also permits observation of the nonscorable or qualita-
tive aspects of the subject’s performance. Was the subject cooperative? Did the child try?
Does the child give up easily on the harder items? Does the child’s attention wander? Does
the child make unusual or bizarre responses? Is the child slow and deliberate, or overly
quick and impulsive? Is the child verbose or taciturn? And how might any of these
attitudes affect the score? The clinician is also called on to interpret the subject’s test
score against the background of the testing conditions, the subject’s attitudes and personal-
ity, emotional state, and cultural and educational background. I recall giving the Wechsler
Adult Intelligence Scale to a particularly hostile young man on whom a clinical assess-
ment, including intelligence testing, was ordered by the juvenile court. On the verbal
subtests—Information, Similarities, Comprehension, and so on—he formally scored
below 80 Q. Yet on nearly every item he said something to reveal that he actually knew
the correct answer. His responses usually took the form of criticizing the items. To the
hardest Information question, “What is the Apocrypha?” he answered, “How would |
know? Why don’t you ask a priest that one? | personally think the whole Bible is bunk. ” |
estimated his Verbal 1Q at 140 plus, despite his apparent unwillingness to give strictly
scorable answers to all but the simplest verbal items. For some reason he showed no such

antipathy for the nonverbal or performance subtests and obtained a Performance 1Q of
136.

Individual testing is indicated whenever the test score (and its interpretation) enter
into a decision of any personal importance concerning an individual. Selection testing for
higher education, the armed forces, and personnel selection seems to be a warranted
exception to this rule, for in these cases the subject is an applicant trying to qualify for
admission and is presumably self-motivated to do his best. Even in these situations where
group tests are used there should always exist the opportunity to be retested on an
equivalent form of the test.

Group tests, administered to a number of subjects at once, invariably require the
subjects to write answers or make marks on specially prepared answer sheets. The test
instructions are usually printed on the first page of the test for all subjects to read, and
usually the tester also reads the instructions aloud and asks the subjects if there are any



questions about the instructions before they begin. Group tests may or may not be timed.
Timed tests are more usual, however, because they are administratively convenient and
also because timing makes for more standardized testing conditions. Except for the fact
that group tests obviously do not permit the clinical observations that are possible in
individual testing, the scores derived from the two types of tests are highly comparable in
the vast majority of subjects. Group testing, however, has a greater risk of error for the
atypical subject.

Most, but not all, group tests are verbal and involve reading or writing. It should
always be determined independently if the test and instructions are appropriate for the
literacy level of all the individuals taking the test.

Verbal, Nonverbal, and Performance Tests.  Verbal items involve language, spo-
ken or written. They are therefore generally unsuitable for persons who are not familiar
with the language. Individually administered verbal tests depend on the subject’s under-
standing the spoken language of the tester, but they seldom require the subject to read
anything. The subject must also be able to respond in spoken language.

Verbal items in group tests are of two types: one requires only the ability to
understand spoken language, the other requires reading. In the first case the tester asks
questions to which the subject responds by making appropriate marks on the test sheet, as
in response to the tester’s question: “Which of the pictures in this row is of adog? Draw a
circle around the dog.” Such verbal group tests are commonly used in testing children in
the primary grades, where reading skills are not yet sufficiently developed to serve as a
medium for test items.

Verbal items that depend on reading are usually constructed in such a way that the
cognitive demands of the item are considerably greater than the reading demands per se.
For example, a 10-year-old verbal intelligence test item will have a reading difficulty at
the 7- or 8-year level, so as to minimize variance due to reading ability per se and
maximize the variance on eduction or reasoning. Given the ability to read, therefore, tests
of verbal intelligence are not primarily measures of reading ability. Because reading is
merely a vehicle for the items, it is kept as simple as possible. For this reason we usually
find a higher correlation between verbal and nonverbal 1Q tests than between the verbal 1Q
and scores on a reading test. In a large sample of school children who had taken the
Lorge-Thorndike Intelligence Test, for example, we found that the correlation of a read-
ing test (Paragraph Meaning subtest of the Stanford Achievement Test) with verbal 1Q
is .52; but the reading scores correlate almost as highly (.47) with the nonverbal 1Q, which
requires no reading at all. The correlation between the verbal and nonverbal 1Qs is .70 in
this sample. Obviously the verbal 1Q reflects reading ability per se to only a relatively
small degree. (The partial correlation between reading and verbal 1Q, holding nonverbal
IQ constant, is .29.)

Nonverbal tests require no reading but are based on figural materials, pictures of
objects, geometric patterns, symbols, and the like. The directions are usually verbal, but a
good nonverbal test begins with items of any particular type that are so simple that
virtually all subjects can catch on to the requirements of the task without verbal instruc-
tions, or with pantomimed instructions by the tester. Such tests are suitable for nonliterate
subjects or those who know only a foreign language. Nonverbal items are answered by
making marks of some kind on the test or on a specially prepared answer sheet.



Performance tests are nonverbal and require the subject to perform some action or
manipulation, although the items are not intended to measure manipulative skill or manual
dexterity per se. Perceptual-motor skills contribute very little to the variance of perfor-
mance tests of intelligence, which consist of items such as form boards, paper folding,
block designs, jigsaw puzzles, mazes, stringing beads to match a pattern, and copying
simple geometric figures. The scoring criteria on performance tests are often complex:
they take account of the correctness of the performance (e.g., how well does the subject’s
block design match the model he was supposed to copy?); the time taken to complete it (or
whether the criterion performance was reached within a given time limit); or the resem-
blance between the subject’s product (e.g., the subject’s attempt to copy a geometric
figure) and standard specimens that have been scaled or rated.

Culture Loaded versus Culture Reduced. This distinction must be viewed as a
continuum rather than a dichotomy. Items that make use of scholastic types of knowledge
or skills (e.g., reading, arithmetic) or items in which the fundaments consist of artifacts
peculiar to a particular period, locality, or culture are considered to be “culture loaded. ”
(Culture loaded should not be confused with culture biased; this is an important distinc-
tion to be elaborated in Chapter 9. Culture-loaded items may or may not be culture
biased.) Culture-reduced items are nonverbal and performance items that do not involve
content that is peculiar to a particular period, locality, or culture, or skills that are
specifically taught in school. Items involving pictures of cultural artifacts such as vehi-
cles, furniture, musical instruments, or household appliances, for example, are culture
loaded as compared with culture-reduced items involving lines, circles, triangles, and
rectangles.

Breadth and Altitude. This distinction was first suggested by the famous Ameri-
can psychologist Edward Lee Thorndike (1874-1949) in his pioneering book The Mea-
surement of Intelligence (1927). “Breadth of intellect is reflected in the amount of
relatively simple information that a person has acquired about a wide variety of things. The
more information the individual possesses about the world, the greater is said to be that
person’s intellectual “breadth.” “Altitude,” on the other hand, has to do with mental
power—how difficult or complex a problem the person can solve in any given sphere.
Conceptually, breadth and altitude are quite different. Think of passing the introductory
course in every department of a university as compared with going all the way through a
course of study, from introductory course to Ph.D., in one field, especially if the subject
matter is very hierarchical, as in mathematics or the physical sciences. Or consider the
difference between knowing how to play moderately well each of twenty different
games—checkers, chess, backgammon, and bridge, for example—and being a world-
champion chess player. Or knowing how to play a dozen different musical instruments as
compared with playing one instrument like a Heifetz or Rubinstein.

According to Thorndike, tests could be designed to reflect either altitude or breadth.
Altitude items generally call for eduction, reasoning, problem solving, and they minimize
the importance of specific factual knowledge in arriving at the correct answer. Breadth
items involve a wide variety of information, no item of which is conceptually complex,
difficult, or esoteric. For example, a vocabulary test of the words: clef, countersink,
deciduous, half-nelson, halogen, light-year, parboil, starboard. Each of these is “easy”
for anyone with even a casual and superficial knowledge of music, carpentry, botany,



wrestling, chemistry, astronomy, cooking, and sailing. One can imagine a 100-item test
of this type, based on simple knowledge in a great many different spheres. It would
constitute a test of breadth of intellect.

The distinction between breadth and altitude is seldom seen in the recent literature
on intelligence, most likely because, even though altitude and breadth are a formally or
conceptually valid distinction, they apparently do not represent essentially different men-
tal abilities. Correlational analyses (e .g factor analysis,* to be explained in Chapter 6)
do not distinguish separate abilities involved in measures of breadth and altitude. The
measures are so highly correlated as to seem to be measuring essentially the same general
ability. E. L. Thorndike (1927, pp. 388-397) reported correlations between various
measures of altitude and breadth in the range from .8 to .9; corrected for attenuation (i.e.,
unreliability of measurement), the correlations are close to unity. An adequate theory of
intelligence should be able to account for the high correlation between altitude and
breadth. More intelligent persons not only can reason through more complex and difficult
problems, they also acquire more bits of simple information from their life experiences.

Speed and Power. In taking most individually administered tests, the subject does
not have to attempt every item in the whole test. The items are arranged in order of
difficulty, from easy to hard, and the tester usually begins testing the subject at a point in
the sequence where it seems likely that the subject will be able to get, say, at least five (or
some other specified number) consecutive correct answers. If the subject fails one of the
first five items given to him or her, the tester moves down the scale of difficulty until the
subject has obtained five consecutive correct answers. Then the subject moves up the scale
of difficulty until he or she has, say, five consecutive failures (or fails, say, six out of the
last eight items presented). Because the items are steeply graded in level of difficulty,
there is a high probability that the subject would have passed all the items that rank easier
than the first five consecutive items he or she got right, and so the subject is given full
credit for all the easier items without having to take them. Likewise, there is a high
probability that none of the more difficult items would be passed beyond the five consecu-
tively failed items, and so it is assumed that the subject would have failed all the rest. This
procedure makes testing more efficient, it saves the subject from the boredom of too many
easy items and the discouragement of too many failed items, and it ensures that most of
the testing time will be spent on those items of the test that are the most discriminating at
the particular subject’s level of ability.

In group testing, this desirable procedure obviously cannot be applied. All subjects
must start at the very beginning of the test. How far a subject can go will depend on the
number and difficulty of the items and the time allowed. If there are a great many very
easy items and the time allowed is too short to permit even the fastest subjects to attempt
every item, the test stands at the one extreme of the speed test-power test continuum. If
enough time is allowed for even the slowest subject to attempt every item, but the items
are steeply graded in difficulty so that they will discriminate among subjects even with
unlimited time, the test stands at the other extreme of the speed-power continuum.

Most group tests in current use stand somewhere between these two extremes. They
are timed, but they allow enough time for the majority of subjects to reach their own
ceiling of difficulty. That is, the items are graded steeply enough in difficulty so that
beyond some point for a given individual there is very low probability that the subject will
get the item right even if there was no time limit at all—that person simply does not know



the answer or cannot solve the problem and begins to guess at the answers. Enough time is
allowed for the majority of subjects to reach this difficulty ceiling, which of course differs
from one subject to another. Subjects spend little time on the easy items and increasingly
more time as the items increase in difficulty, until a sheer guessing level is reached,
beyond which time is practically irrelevant.

The effect of the time limit on test scores should be known for every timed test.
However, this information is commonly lacking in test manuals. Investigations have
shown that, when the items are evenly graded in difficulty and have plenty of “top” (i.e.,
very difficult items), and the test is not too long for the time available (i.e., the fast
students can finish although they reach their difficulty ceiling before the end of the test),
giving subjects additional time beyond the prescribed time limit adds very little to the
score and has little effect on the rank order of subjects’ scores. Studies of the Otis IQ test
illustrate this nicely (Cronbach, 1960, p. 222). The Otis Verbal I1Q test has a time limit of
30 minutes. When subjects are allowed an extra 15 minutes (i.e., 50 percent more time),
they increase their total score an average of 1.5 percent. The Otis Non-Verbal 1Q test
allows 20 minutes; when subjects are given an extra 30 minutes (i.e., 150 percent more
time), they increase their scores an average of 1.7 percent. The Henmon-Nelson 1Q test
has a time limit of 30 minutes; giving subjects an extra 20 minutes (i.e., 67 percent more
time) increases their scores an average of 6.3 percent.

If the increase in score leaves unaltered the subject s rank order, the speed factor is
of little importance. That is, the time or speed factor does not contaminate the scores with
some ability or trait extraneous to what the test attempts to measure, in this case, intelli-
gence. Usually the correlation between strictly timed and leniently timed administration is
as high as the reliability of the test. When the correlation between the two timed condi-
tions falls significantly below the reliability, the recommended time limit should be
viewed with suspicion. It means that the speed factor is given too much weight in the test
scores, when what we really want to measure is mental power rather than some kind of
“personal tempo” factor. The personal tempo factor actually has little if any correlation
with intelligence. E. L. Thorndike (1927, pp. 400-401) tried to determine the correlation
between speed and altitude. To measure speed he used a large number of quite easy items
and recorded the time that subjects required to complete a given number of such easy
items without error. To measure altitude he gave subjects a succession of items steeply
graded in difficulty; the altitude score was the difficulty level beyond which the subject
failed 50 percent or more of the items. The correlations between the measure of speed (the
reciprocal of time) and of altitude averaged about .40 in several groups (about .46 when
corrected for attenuation).

This correlation suggests that the time that subjects require for the easy items that
they all can do is not measuring the same thing as the number of steeply graded items that
persons can get right without time limit. In other words, it indicates the presence of a
speed factor that is independent of a power or altitude factor as a source of variance in test
scores. The correlation of about .40 does not necessarily mean that the speed factor is
correlated at all with the altitude factor, because the items used to measure speed still had
some low level of difficulty so that these items were not a pure measure of the speed
factor. We know that the average time required per item is correlated with the item’s
difficulty.

One can measure a speed factor in almost pure form only by divesting the timed task



as completely as possible of any cognitive difficulty whatsoever. The Making X’s Test is
such a device. Subjects are asked to make X’s in rows of “boxes,” 300 “boxes” in all,
with a time limit of 3 minutes. The subject’s score is the number of X’s he makes in this
time. There are highly reliable individual differences. It was found in large samples of
children 9 to 12 years of age that scores on this speed test had low but significant
correlations (averaging about .20) with a general intelligence factor determined from
timed tests (Jensen, 1971a). The factor common to both the speed test (Making X ’s) and
the timed intelligence tests may be motivation, as it is generally believed that motivation
affects speed but not power. Speeded tests composed of many easy items have been shown
to reflect motivation much more than untimed or liberally timed “power” tests. As
Guilford (1954, p. 369) notes in reviewing this evidence, “Thus, speed conditions where
items are not very easy open the door to many uncontrolled determiners of individual
differences in scores.”

In what is probably the best experimental study of the matter, the correlation
between subjects speed scores and power scores, when difficulty level and response
accuracy were controlled, is close to zero for all kinds of test items (Tate, 1948). Thus it
appears that a personal speed factor exists that is independent of mental power but that can
contribute to variance on mental tests that are timed inappropriately. An important part of
the validity evidence for all time tests should be some indication of the extent to which a
speed factor enters into the score variance.

The items in some tests, like Raven’s Progressive Matrices, are arranged in cycles
of graded difficulty, each group beginning with easy items and gradually advancing to
more difficult. The full range of difficulty is repeated in each of the several cycles
comprising the test. Such a test must be administered with a liberal time limit so that all
subjects may attempt every item. If a more severe time limit must be imposed, it should
apply to each of the separate cycles of the test, so that every subject gets a chance at the
easy items at the beginning of each section and does not waste too much time on the items
that lie beyond the subject’s difficulty ceiling.

How Tests Are Constructed

A standardized mental test is a product of creative invention, critical judgment, and
statistical winnowing. The process begins, of course, with some definitions or notions of
the trait that one wants to measure and some idea of the kinds of behavior that would
constitute observable and quantifiable instances of the trait in question. This aspect is
largely a matter of experience, psychological insight, and the test constructor’s particular
theory, whether explicit or implicit, of the essential nature of the trait that the constructor
wishes to measure. A test gains acceptance to a large extent in terms of consensus among
psychometricians that the specific bits of behavior elicited by the test are adequately
representative of the trait the test claims to measure.

Such is the general background for item invention. One keeps in mind, too, charac-
teristics of the population for which the test is to be appropriate—age, educational level,
language, and cultural background—and whether it is to be an individual test or a group
test, for this will determine the types of items that can be included.

After a large pool of items is constructed—perhaps anywhere from fifty to several
hundreds—they are submitted one by one to careful scrutiny and critical judgment, either



by the “item writer” (as he or she is usually labeled) or by a panel of several judges. This
step in test construction, if properly done, is laborious and painstaking. Each item is
critically examined for what might be termed formal defects, as in the case of verbal
items: Is the question as clearly and simply stated as possible? Does the punctuation add to
clarity? Are the distractors (i.e., error choices in multiple-choice items) stylistically simi-
lar so as not to give hints as to which is the correct answer? Is the level of reading
difficulty appropriate for the majority of the intended population? Are words with peculiar
regional or local meanings avoided? In the case of nonverbal and performance items: Are
the pictures or figures clear and aesthetically spaced? Do the tasks make too much demand
on sensory or motor abilities when these are not the main factor the test purports to
measure? Are two or more items so similar as to be redundant? And so on. The directions
to the subject for taking the tests are also scrutinized for possible ambiguities, difficulty
level, and so on. In the process of item editing, some items are retained, some are
discarded, and others are revamped in hopes of improving them.

The next step is item tryout. The whole pool of items is given as a test to a large
number of subjects who are typical of the population for which the test is intended. These
data then are used for an elaborate set of statistical procedures known as item analysis. We
cannot go into all the technical aspects of item analysis at this point. But the main points of
information it yields are (1) item difficulty, that is, percentage passing each item, which
may be determined separately for each age group and each sex; (2) item discrimination,
that is, the correlation of each item with the total score on the test, which indicates to what
extent a particular item measures whatever is measured by the test as a whole; (3) error or
distractor analysis, that is, in multiple-choice items with several response alternatives we
wish to know if each of the distractors (wrong alternatives) has a fair proportion of the
error responses. Distractors that are very seldom selected as compared with others are
nonfunctional, and their presence may spuriously affect the difficulty of the item or
weaken its correlation with the total score. Items with a seldom-used distractor are dis-
carded or rewritten.

This item analysis information is the basis for selecting the items that will go into the
test for standardization. Those items are selected that show the best correlation with total
score and also result in a suitable and evenly graded range of item difficulties. (In some
tests, items are discarded if they discriminate between the sexes, or the items are selected
so as to balance out the sex discriminations, thereby making the overall average item
difficulty the same in both groups.) The total number of items included in the final version
of the test will depend on practical considerations, such as testing time available in a given
setting, or atolerable time limit for a particular age group, and on the reliability of the test.
The reliability of a test increases with the number of items, but the increase in reliability as
a function of test length follows a curve of diminishing returns.

The final step is the standardization or norming of the test by giving it to a large
representative or random sample of a clearly specified population as a basis for computing
the mental age, percentile, standard score, or 1Q equivalents of the obtained raw scores.

These are the bare essentials of test construction. Depending on the nature and
purpose of the test, there may be additional procedures, such as selecting items in terms of
their correlations with other standardized tests claiming to measure the same trait or in
terms of their correlation with outside criteria, such as school grades, ratings of job
performance, or ability to succeed in some course of training. These so-called validation



procedures are usually undertaken over a long period of time after the initial standardiza-
tion of the test. It is largely for this reason that older tests on which much validation data
have accumulated are so hard to replace by newer tests, however excellent. Test users rely
considerably on the cumulative evidence of a test’s validity or on some kind of experience
with the meaning of its scores. Therefore test users are often reluctant to exchange old and
tried tests for newer models whose properties are not yet so fully known. For a new
test to compete successfully in the market with already established tests demands a
tremendous expenditure in test development and research, which can be afforded by only
the largest test-publishing firms such as the Psychological Corporation and the Educa-
tional Testing Service. To produce a new general intelligence test that would be a really
significant improvement over existing instruments would be a multimillion-dollar project
requiring a large staff of test construction experts working for several years. Today we
possess the necessary psychometric technology for producing considerably better tests
than are now in popular use. The principal hindrances are copyright laws, vested interests
of test publishers in the established tests in which they have already made enormous
investments, and the market economy for tests. Significant improvement of tests is not an
attractive commercial venture initially and would probably have to depend on large-scale
and long-term subsidies from government agencies and private foundations.

Development of Tests of General Ability

The Mental Tests of Galton and Cattell

The first systematic attempts actually to measure intelligence are generally credited
to the British scientist Sir Francis Galton (1822-1911) and the American psychologist
James McKeen Cattell (1860-1944). Cattell, after receiving his doctorate in experimental
psychology in Wilhelm Wundt’s (1832-1920) laboratory in Leipzig, Germany, spent
several postdoctoral years working with Galton. Cattell later headed Columbia Univer-
sity’s Psychology Department and became a founder of the American Psychological
Association.

The Galton-Cattell approach to the measurement of mental ability proved disap-
pointing at the time, even in the eyes of its originators. The fault was not with Galton’s
notions about general mental ability, but with an historically unfortunate choice of
measuring instruments, dictated largely by the prevailing ideas at that time about how
psychology could become a science. The experimental physical sciences, especially
chemistry, were held up as a model for the development of psychological science, with the
emphasis on analytical laboratory measurement of human faculties, as if to try to analyze
complex mental experience into its most elemental constituents, much as the chemist
analyzes substances to determine their basic elements.

Wundt in Germany and Galton in England established laboratories for the measure-
ment of human traits and faculties. Galton hypothesized the existence of a hereditary
general mental ability that entered into every intellectual endeavor. But his theory about
how this general ability could be objectively measured proved unfruitful in its own day,
when the statistical methodology that might have found order in the data was not yet
developed. He believed that one should try to measure separately all the simplest, most
elemental constituents of mental functioning, which presumably constituted the building
blocks of general mental ability. Galton invented many ingenious laboratory devices and



techniques for measuring separately these various elemental aspects of mental ability. His
student James McKeen Cattell added many other tests to the battery.

It was Cattell who originally coined the term “mental test. ” Because commonsense
notions of intelligence, along with a few quite casual experiments, suggested to Galton
that the most intelligent persons showed “fine discrimination,” “discernment,” “sub-
tlety,” and “quickness of mind,” he thought that, by measuring sensory discriminations
and speed of motor reactions to visual and auditory stimuli, one could get at the essence of
general mental ability. Below are listed some of the many tests invented by Galton and his
student Cattell:

Size discrimination Reaction time to light

Weight discrimination Reaction time to sound

Pitch discrimination Speed of perception

Color discrimination Speed of movement

Discrimination of rhythm Resistance to fatigue

Discrimination of time intervals Strength of handgrip

Speed of color naming Speed of word associations

Visual acuity Visual imagery

Hearing acuity Auditory and visual memory span

Skin sensitivity Logical memory
(two-point discrimination)

Sensitivity to pain Retrospective memory

Thousands of persons were given various of these tests in Galton’s Anthropometric
Laboratory in the Natural Science Museum of South Kensington, London, and in Cattell’s
Psychological Laboratory at Columbia University in New York before the turn of the
century. Other investigators, too, were busy collecting data with these and similar tests.

The main upshot of these studies was that the tests appeared generally unpromising
as measures of intelligence. The tests failed to correlate very significantly among them-
selves, suggesting that they each measured rather different abilities and not a single mental
ability and that they failed to correlate consistently or substantially with various common-
sense criteria of intelligence. A historically fateful study by Clark Wissler (1870-1949),
one of Cattell’s own Ph.D. students in psychology at Columbia University, effectively
signaled the demise of the Cattell battery of tests as a measure of intelligence (Wissler,
1901). In its time Wissler’s study was methdologically the most carefully executed and
statistically sophisticated investigation of Cattell’s battery. The study’s conclusions were
so strong as to encourage psychologists to look in quite other directions than the
psychological laboratory of that day for methods for measuring intelligence. In retrospect
it seems likely that more advanced statistical analyses of Wissler’s data might have
resulted in somewhat different conclusions. (See Chapter 14, p. 686.) In 1900 statistical
thinking was not up to the task of reaching the correct conclusions from Wissler’s data.

Wissler administered Cattell’s battery of “mental tests” to some seventy under-
graduate students in Columbia University, one of the nation’s academically most selective
colleges. The students who remained each successive year, from the entering freshman
class to the end of the senior year, were retested each year. Correlations were computed
among various pairs of tests, but only a fraction of all the possible intercorrelations were
determined. The idea of analyzing a total intercorrelation matrix had not yet occurred in



psychology. Hand calculation of Pearson correlations was just too laborious, and Wissler
had to choose from among all the variables the ones to be correlated. There were more
than 600 possible correlations that could be computed among Wissler’s tests, but he
actually computed only 42 correlations, based on pairs of tests selected for psychological
importance and likelihood of yielding the largest correlations. Some of the tests were also
correlated with academic class standing, based on course grades in mathematics, Latin,
rhetoric, French, German, and Greek. The intercorrelations among the mental tests were
very low, though nearly all were positive, ranging from —08 to +.39, with a mean of
only .12, which is not significantly greater than a chance correlation for the size of sample
used by Wissler. The separate correlations of the various tests with class standing ranged
from —O09 to +.23, with a mean of +.09. The correlations between class standing in
various subjects ranged from + .30 to + .75, with a mean of + .56. Wissler concluded that
(1) the tests did not correlate better than chance among themselves, and therefore were not
measuring a general mental ability, and (2) they did not correlate better than chance with
class standing, and therefore did not measure a commonsense criterion of intelligence.

At least two major shortcomings in Wissler’s analysis would now stand out as
conspicuous to any present-day graduate student in psychology.

In the first place, Wissler took no account of the great restriction of “range of
talent” in his highly selected sample of intellectually able Columbia College students, all
of whom were probably in the top 5 or 10 percent of the total population in general
intelligence. Restriction of range of scores on one or both of the variables entering into a
correlation makes the correlation lower than it would be with an unrestricted range of
scores. For example, the correlation between height and weight in the general population
is about .55. When the correlation is computed among the top-league basketball players,
the correlation shrinks to about. 12.

In the second place, Wissler took no account of the errors of measurement in his
tests. The degree to which scores or measurements can correlate with one another is limited
by the reliability of the measurements. A test’s reliability, rxx, is the proportion of true
variance as opposed to error variance in the scores. The highest possible correlation
between two tests is the square root of the product of their reliabilities, that is, v/>7 x
Vry. If Wissler had taken into account these two factors—the weakening of correlations by
restriction of range and by imperfect reliability—he might well have drawn quite different
conclusions and set the course of the history of mental measurement in a different direc-
tion.

Just three years after the publication of Wissler’s monograph, Charles Spearman
(1904), in what is now regarded as one of the three or four most important papers in the
history of mental measurement, pointed out these statistical deficiencies in Wissler’s
analysis and showed that, when they were corrected, the Galton and Cattell type of
laboratory measurements of discrimination are (1) positively intercorrelated, thereby re-
vealing a common or general factor, and (2) significantly correlated with school marks
among groups of children who were not selected for ability—just the opposite of Wissler’s
conclusions. Spearman’s statistical methodology was a most important advance. Although
the data on which Spearman based his conclusions were far from definitive, they were
sufficient to suggest that the Galton-Cattell ideas about mental measurement were not as
wholly unpromising as Wissler’s analysis concluded.

Yet the Galton-Cattell laboratory tests were unattractive in a practical sense. They



required quite special and complicated laboratory equipment, and time-consuming re-
peated measurements were needed to obtain satisfactory reliability. Also, the tests of
reaction time and of various modalities of sensory discrimination measured very much less
of the general ability common to all the tests than of the specific factor peculiar to each
single test. Thus, despite Spearman’s important theoretical and methodological attempt to
rescue the Galton-Cattell approach to mental measurement, Spearman’s work was little
appreciated at the time, and so the laboratory study of individual differences in mental
abilities was virtually abandoned. Less than a year after the appearance of Spearman’s
contribution in 1904, mental measurement was set in a different direction by an histori-
cally momentous development in France.

Binet’s Test

Alfred Binet (1857-1911), a French psychologist, and Theophile Simon (1873—
1961), a psychiatrist, were commissioned in 1904 by the Ministry of Education in France
to devise a practical means for distinguishing between mentally retarded and normal
school children, so that retarded children could be quickly identified and provided special
education. Binet, who had begun as an experimental psychologist, had already given up
laboratory research on elemental sensory functions in the Wundtian tradition and had
turned his attention to the “higher mental processes.” He assumed that intelligence was
not much involved in the elemental sensory-motor tasks of the psychological laboratory,
but in tasks calling for more complex mental processes, especially judgment, which Binet
viewed as the sine qua non of intelligence. He emphasized the distinction between
elemental sensory capacities and judgment. In the same way, he distinguished between
judgment and simple memory. Yet he retained Galton’s tests of weight discrimination and
short-term memory span in his battery of tests, because they showed good age discrimina-
tions and correlated well with an independent diagnosis of mental retardation. Binet’s idea
of intelligence is summed up in his words:

It seems to us that in intelligence there is a fundamental faculty, the alteration or
lack of which is of the utmost importance for practical life. This faculty isjudgment,
otherwise called good sense, practical sense, initiative, the faculty of adapting one’s
self to circumstances. To judge well, to comprehend well, to reason well, these are
the essential activities of intelligence. A person may be a moron or an imbecile if he
is lacking in judgment; but with good judgment he can never be either. Indeed the
rest of the intellectual faculties seem of little importance in comparison with judg-
ment.  (Binet & Simon, 1905)

The Binet-Simon tests were innovative because of their simplicity and the ease
and quickness with which they could be individually administered. This was an explicit
aim in their construction, an essential feature if the tests were to be practical and widely
used in the schools of France. Data gained in the first few years after publication of the
Binet test led to published revisions in 1908 and again in 1911, the year of Binet’s
untimely death at the age of 54. The final form in which Binet left the tests, arranged in
age groups, consisted of the following:

Age 3
1. Points to nose, eyes, and mouth.
2. Repeats two digits.
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Enumerates common objects in a picture.
Gives family name.
Repeats a sentence of six syllables.

Age 4
Gives own sex.
Names key, knife, and penny.
Repeats three digits.
Compares two lines.
Strings seven beads.

Age 5
Compares two weights.
Copies a square.
Repeats a sentence of ten syllables.
Counts four pennies.
Unites the halves of a divided rectangle.

Age 6
Distinguishes between morning and afternoon.
Defines familiar words in terms of use.
Copies a diamond.
Counts 13 pennies.
Distinguishes pictures of ugly and pretty faces.

Age 7
Shows right hand and left ear.
Describes a picture.
Executes three commands given simultaneously.
Counts the value of six sous, three of which are double.
Names four cardinal colors.

Age 8
Compares two objects from memory.
Counts backward from 20 to zero.
Notes omissions from pictures of familiar objects.
Gives day and date.
Repeats five digits.

Age 9
Gives change from 20 sous.
Defines familiar words in terms superior to use.
Recognizes nine common coins.
Names the months of the year in order.
Comprehends and answers “easy questions.”

Age 10
Arranges five blocks in order of weight.
Copies two drawings from memory.
Criticizes absurd statements.



4. Comprehends or answers “difficult questions.”
Uses three given words in not more than two sentences.

Age 12
Resists suggestion as to length of lines.
Composes one sentence containing three given words.
Names 60 words in three minutes.
Defines three abstract words.
Discovers the sense of a disarranged sentence.
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Age 15
Repeats seven digits.
Finds three rhymes for a given word in one minute.
Repeats a sentence of 26 syllables.
Interprets pictures.
Interprets given facts.
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Adult
Solves the paper-cutting test.
Rearranges a triangle in imagination.
States differences between pairs of abstract terms.
Gives three differences between a president and a king.
Gives the main thought of a selection that he has heard read.
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The Binet test was quickly taken up in England and the United States. Lewis M.
Terman (1877-1956), a psychologist at Stanford University, made the most important
adaptation and standardization of the test for use in America in 1916, known as the
“Stanford Revision of the Binet Scale” and later simply as the Stanford-Binet. Terman
added thirty-six more items (bringing the total to ninety), improved the calibration of the
scale, and made use of the 1Q score obtained from the quotient of mental age /
chronological age. Further revisions or restandardizations of the Stanford-Binet were
published in 1937 and 1960; the 1960 version was last renormed in 1972

The Stanford-Binet has been translated and adapted in many countries throughout
the world. For more than half a century it has been the most widely used individual test of
intelligence. It has often served as a standard for the construction and calibration of other
tests.

The Wechsler Scales

The only individual intelligence tests that have rivaled the Stanford-Binet in popu-
larity and in recent years have become the preferred tests of clinical and school psycholo-
gists are the battery authored by David Wechsler (bom 1896), formerly chief psychologist
at Bellevue Psychiatric Hospital in New York City. His first test became known as the
Wechsler-Bellevue (1938). It was the first successful individual test of adult intelligence.
Although the Stanford-Binet ranged from age 2 to adult level, the adult part of the scale
consisted of only twenty of the ninety items making up the entire test. Clinicians felt that
they needed a more extensive and varied set of tests for assessing the intelligence level of
adults. The Wechsler-Bellevue test filled this need. It was extensively revised and restan-
dardized on a national sample in 1955 and became the Wechsler Adult Intelligence Scale



(WAIS). In 1949 Wechsler published the Wechsler Intelligence Scale for Children
(WISC), which was revised and renormed in 1974 as the WISC (R). In 1963 there
appeared the Wechsler Preschool and Primary Scale of Intelligence (WPPSI). The WPSSI
is normed for ages 4 years to 6| years, the WISC (R) for ages 6 years to 16 years 11
months, and the WAIS for ages 16 to 75 years and over. The background and history of
the development of the Wechsler tests, along with a comprehensive review of the pub-
lished research on the tests, are provided by Matarazzo (1972).

All the Wechsler tests follow the same plan, consisting of several verbal tests and
several performance tests. Scores on the verbal tests are combined in a statistically
appropriate manner to yield a Verbal 1Q; similarly the Performance 1Q. All the tests
together yield the Full Scale 1Q. The same types of verbal and performance tests are found
in the WPSSI and WISC and WAIS, but the items are at different difficulty levels. Items
in each subtest are presented in order from easy to difficult. The examples given here are
not actually from the WAIS test, which for obvious reasons cannot be published, but are
made up to resemble as much as possible the typical items in each subtest of the WAIS.

Verbal Subtests
1. Information (29 questions)
What does the Fourth of July celebrate?
At what temperature does water freeze?
How far is it from San Francisco to New York?
Who wrote The Republic?

2. Comprehension (14 questions)
Why are traffic lights needed?
Why is gold worth more than copper?
What is the meaning of the saying “A bird in the hand is worth two in the
bush”?

3. Arithmetic (14 questions)
If a man buys sixty cents worth of groceries and gives the clerk a dollar, how
much change should he get back?
How many inches are there in three and one-half feet?

If six men can finish ajob in three days, how many men would be needed to
finish it one day?

4. Similarities (13 questions)

In what way are dog and cat alike?
o " NOSE "OCHIN " 2
v SPERM " OVUM " 2
ot " " FEAR " HATE " 2
L " " SYMPHONY " JAZZ " 2

Digit Span
Digits forward: The subject is asked to repeat a series of digits, going from three

to nine digits, after hearing them spoken by the tester at the rate of one digit
per second.

Digits backward: The subject repeats three to nine digits backward, that is, in
reverse of the order of presentation.



6. Vocabulary (40 words)
The subject is asked to explain the meaning of words, going from very easy

familiar words like summer and strange to more rare and difficult words like
adumbrate and cacophony.

Performance Subtests

1. Digit Symbol
The subject has to translate the numerals from 1to 9 into code symbols (e.g.,
U, L,A ,etc.), where the digits are listed in several rows in a random order.
The score is the number completed correctly in 90 seconds.

2. Picture Completion (21 items)
Twenty-one pictures, each of a familiar object or scene; the subject must tell what
essential feature is missing or what is wrong in each picture, e.g., a clock
without “hands,” a violin being played without strings, a flag blowing one way
in the wind while smoke from a nearby chimney is blowing in the opposite
direction.

3. Block Design (10 designs)
The subject is shown a series of cards with designs in red and white and is asked
to duplicate the designs with a set of 1-inch wooden cubes painted red and white.
The designs go from very simple (requiring four blocks) to quite complex (six-
teen blocks). Time as well as accuracy enters into the scoring.

4. Picture Arrangement (8 items)
The subject is presented with several series of cartoon pictures in a haphazard
order and is asked to arrange them in a row so as to make a logical sequence or
story. For example, pictures A, B, and C show (A) a man jacking up an
automobile, (B) the car starting up, (C) a car standing with a flat tire; the correct
response is to arrange the pictures in the order CAB. The subject’s score is based
on time and accuracy.

5. Object Assembly (4 items)
These are four jigsaw puzzles, each of an extremely familiar object and each
involving only a few pieces. The pieces are presented haphazardly; in this form
it is not always immediately obvious what object is represented, though it is
always instantly recognizable when assembled.

The various subtests of the Wechsler differ in reliability and in contribution to the
total score. The pair of tests that together best predict the Full Scale 1Q are Vocabulary and
Block Design, with a correlation approaching .90. The weakest subtests are Digit Span,
Digit Symbol, and Object Assembly.

Verbal Item Types and Examples
Used in Group Tests of Intelligence

Vocabulary. Word knowledge figures prominently in standard tests. The scores
on the vocabulary subtest are usually the most highly correlated with total 1Q of any of the
other subtests. This fact would seem to contradict Spearman’s important generalization



that intelligence is revealed most strongly by tasks calling for the eduction of relations
and correlates. Does not the vocabulary test merely show what the subject has learned
prior to taking the test? How does this involve reasoning or eduction?

In fact, vocabulary tests are among the best measures of intelligence, because the
acquisition of word meanings is highly dependent on the eduction of meaning from the
contexts in which the words are encountered. VVocabulary for the most part is not acquired
by rote memorization or through formal instruction. The meaning of a word most usually
is acquired by encountering the word in some context that permits at least some partial
inference as to its meaning. By hearing or reading the word in a number of different
contexts, one acquires, through the mental processes of generalization and discrimination
and eduction, the essence of the word’s meaning, and one is then able to recall the word
precisely when it is appropriate in a new context. Thus the acquisition of vocabulary is not
as much a matter of learning and memory as it is of generalization, discrimination,
eduction, and inference. Children of high intelligence acquire vocabulary at a faster rate
than children of low intelligence, and as adults they have a much larger than average
vocabulary, not primarily because they have spent more time in study or have been more
exposed to words, but because they are capable of educing more meaning from single
encounters with words and are capable of discriminating subtle differences in meaning
between similar words. Words also fill conceptual needs, and for a new word to be easily
learned the need must precede one’s encounter with the word. It is remarkable how
quickly one forgets the definition of a word he does not need. | do not mean “need” in a
practical sense, as something one must use, say, in one’s occupation; | mean a conceptual
need, as when one discovers a word for something he has experienced but at the time did
not know there was a word for it. Then when the appropriate word is encountered, it
“sticks” and becomes a part of one’s vocabulary. Without the cognitive “need,” the
word may be just as likely to be encountered, but the word and its context do not elicit the
mental processes that will make it “stick.”

During childhood and throughout life nearly everyone is bombarded by more dif-
ferent words than ever become a part of the person’s vocabulary. Yet some persons
acquire much larger vocabularies than others. This is true even among siblings in the same
family, who share very similar experiences and are exposed to the same parental vocabu-
lary.

Vocabulary tests are made up of words that range widely in difficulty (percentage
passing); this is achieved by selecting words that differ in frequency of usage in the
language, from relatively common to relatively rare words. (The frequency of occurrence
of each of 30,000 different words per 1 million words of printed material—books,
magazines, and newspapers—has been tabulated by Thorndike and Lorge, 1944.) Techni-
cal, scientific, and specialized words associated with particular occupations or localities
are avoided. Also, words with an extremely wide scatter of “passes” are usually elimi-
nated, because high scatter is one indication of unequal exposure to a word among persons
in the population because of marked cultural, educational, occupational, or regional
differences in the probability of encountering a particular word. Scatter shows up in item
analysis as a lower than average correlation between a given word and the total score on
the vocabulary test as a whole. To understand the meaning of scatter, imagine that we had
a perfect count of the total number of words in the vocabulary of every person in the
population. We could also determine what percentage of all persons know the meaning of



each word known by anyone in the population. The best vocabulary test limited to, say,
one hundred items would be that selection of words the knowledge of which would best
predict the total vocabulary of each person. A word with wide scatter would be one that is
almost as likely to be known by persons with a small total vocabulary as by persons with a
large total vocabulary, even though the word may be known by less than 50 percent of the
total population. Such a wide-scatter word, with about equal probability of being known
by persons of every vocabulary size, would be a poor predictor of total vocabulary. It is
such words that test constructors, by statistical analyses, try to detect and eliminate.

It is instructive to study the errors made on the words that are failed in a vocabulary
test. When there are multiple-choice alternatives for the definition of each word, from
which the subject must discriminate the correct answer among the several distractors, we
see that failed items do not show a random choice among the distractors. The systematic
and realiable differences in choice of distractors indicate that most subjects have been
exposed to the word in some context, but have inferred the wrong meaning. Also, the fact
that changing the distractors in a vocabulary item can markedly change the percentage
passing further indicates that the vocabulary test does not discriminate simply between
those persons who have and those who have not been exposed to the words in context. For
example, the vocabulary test item eruaite has a higher percentage of errors if the word
polite is included among the distractors; the same is true for mercenary when the words
stingy and charity are among the distractors; and stoica1 - sad, dro11 - €erie, fecund
- Odor, fatuous - Iarge.

Another interesting point about vocabulary tests is that persons recognize many
more of the words than they actually know the meaning of. In individual testing they often
express dismay at not being able to say what a word means, when they know they have
previously heard it or read it any number of times. The crucial variable in vocabulary size
is not exposure per se, but conceptual need and inference of meaning from context, which
are forms of eduction. Hence, vocabulary is a good index of intelligence.

Picture vocabulary tests are often used with children and nonreaders. The most
popular is the Peabody Picture Vocabulary Test. It consists of 150 large cards, each
containing four pictures. With the presentation of each card, the tester says one word (a
common noun, adjective, or verb) that is best represented by one of the four pictures, and
the subject merely has to point to the appropriate picture. Several other standard picture
vocabulary tests are highly similar. All are said to measure recognition vocabulary, as
contrasted to expressive vocabulary, which requires the subject to state definitions in his
or her own words. The distinction between recognition and expressive vocabulary is more
formal than psychological, as the correlation between the two is close to perfect when
corrected for errors of measurement.

General Information. The range of a person’s knowledge is generally a good
indication of that individual’s intelligence, and tests of general information in fact corre-
late highly with other noninformational measures of intelligence. For example, the Infor-
mation subtest of the Wechsler Adult Intelligence Scale is correlated .75 with the five
nonverbal Performance tests among 18- to 19-year-olds.

Yet information items are the most problematic of all types of test items. The main
problems are the choice of items and the psychological rationale for including them. It is
practically impossible to decide what would constitute a random sample of knowledge; no
“population” of “general information” has been defined. The items must simply emerge



arbitrarily from the heads of test constructors. No one item measures general information.
Each item involves only a specific fact, and one can only hope that some hypothetical
general pool of information is tapped by the one or two dozen information items that are
included in some intelligence tests.

Information tests are treated as power tests; time is not an important factor in
administration. Like any power test, the items are steeply graded in difficulty. The
twenty-nine Information items in the WAIS run from 100 percent passing to 1 percent
passing. Yet how can one claim the items to be general information if many of them are
passed by far fewer than 50 percent of the population? Those items with a low percentage
passing must be quite specialized or esoteric. Inspection of the harder items, in fact,
reveals them to involve quite “bookish” and specialized knowledge. The correlation of
Information with the total 1Q score is likely to be via amount of education, which is
correlated with intelligence but is not the cause of it. A college student is more likely to
know who wrote The Republic than is a high school dropout. It is mainly because college
students, on average, are more intelligent than high school dropouts that this information
item gains its correlation with intelligence. The Information subtest of the WAIS, in fact,
corée;lsal)tes more highly with amount of education than any other subtest (Matarazzo, 1972,
p. .

Information items should rightly be treated as measures of breadth, in Thorndike’s
terms, rather than of altitude. This means that informational items should be selected so as
to all have about the same low level of difficulty, say, 70 percent to 90 percent passing.
Then they could truly be said to sample general or common knowledge and at the same
time yield a wide spread of total scores in the population. This could only come about if
one selected such an extreme diversity of such items as to result in very low inter-item
correlations. Thus the individual items would share very little common variance. The
great disadvantage of such a test is that it would be very low in what is called internal
consistency, and this means that, if the total score on such a test is to measure individual
differences reliably, one would need to have an impracticably large number of items.
There would be little point to it, as there are much more efficient and theoretically
defensible ways of measuring intelligence than by means of information items. Informa-
tion items are much more suited to scholastic and vocational achievement tests, where a
more limited and clearly defined domain of knowledge can be adequately sampled and the
items face validity and relevance to the purpose of the test are unquestionable.

Verbal Oddity Problems.  This type of verbal item clearly involves eduction of a
classification. The subject is instructed to underline the one word in each set that does not
belong with the others.

door kitchen painted garage porch
sculptor painter singer author composer
car train bus plane tram road

hear taste see food smell
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Verbal Similarities.  In these the subject underlines the two words in each set that
mean most nearly the same.

1. person man lad youth
2. stupid idle activity inactive
3. soft fragile severed brittle



Similar-Opposite Words. The subject indicates with letter S or O which pairs of
words are more similar or more opposite in meaning.

. serene - tranquil
logical - preposterous

1
2
3. conquer - vanquish
4. accelerate - retard

Sentence Completion. The subject inserts the missing word in each blank.

1 The way to is by airplane.
2. Two pounds of silver are more than two pounds of iron.
3. Abody of entirely surrounded by ------------- is called an--------------

Scrambled Sentences. The words are scrambled in each of the following state-
ments. The subject has to figure out the correct word order and indicate whether the
statement is true (T) or false (F).

1. Envy traits malice are bad and.
2. Sand and made is salt of bread.
3. Has triangle every three sides.
4. A is water gas.

Verbal Analogies. The subject underlines the one word that best completes the
analogy.

1. Cat is to kitten as dog is to
beast bark puppy chase.
2. Prisoner is to jail as water is to
prison drink tap bucket.
3. Artist is to beauty as farmer is to
picture plough usefulness musician.
4. Cliff is to steep as plain is to
rugged mountain even level.

Another form of verbal analogy is the completion item. The subject is instructed to fill in
the blank.

1. Tall is to height as heavy is to -------------
2. Before is to behind usfuture is to -------------

Still another form of analogy requires the subject to underline the two words in each set of
four words that have the same relationship as the pair of words in capitals.

1. second - time I ounce return minute weight

2. prediction - future  past absence memory present
3. composer - opera . music author read novel

4. square - cube i curve circle round sphere

Proverbs. The interpretation of proverbs is generally a good measure of intelli-
gence because it calls for abstraction and generalization of meaning. (The following
examples are from Thorndike, 1927, p. 167.) In each set of sentences the subject selects
the two that mean most nearly the same as the first sentence.



1. Today is worth two tomorrows.
—————— Time is an herb that cures all diseases.
—————— A bird in the hand is worth two in the bush.
------ To speed today is to be set back tomorrow.
------ There is no time like the present.

2. Faint heart never won fair lady.
------ Nothing ventured, nothing gained.
------ Marry in haste, repent at leisure.
------ Fools rush in where angels fear to tread.
—————— Fortune favors the brave.

3. Fight fire with fire.
------ Set a thief to catch a thief.
------ Knavery is the best defense against a knave.
------ Sow the wind, reap the whirlwind.
------ Fire that’s closest kept bums fiercest.

Logical Reasoning. The subject is given a set of relationships from which to
deduce the answer to the question.

1. Bill is taller than John. Ralph is shorter than Bill. Who is the tallest?

2. Five girls are sitting side by side on a bench. Jane is in the middle and Betty sits
next to her on the right. Alice is beside Betty, and Dale is beside Ellen, who sits
next to Jane. Who are sitting on the ends?

3. Inarace the dog runs faster than the horse, which is slower than the cow, and the
pig runs faster than the dog. Which one finishes last?

Verbal Classification. The subject underlines the one word in small print that goes
best with the preceding set of words in large letters.

arm hand foot neck . body man knee tall
angry anxious happy sad . fearful funny laugh tragic

sue betty mary jane o glrl name Carol Smith

Syllogisms.  These are another form of logical reasoning. They have gone out of
favor in tests of intelligence because knowledge of a simple method of solution by the use
of Venn diagrams makes the solution of any syllogism a simple matter. Too much of the
variance on this type of item is attributable to whether or not persons know how to solve
the problems by means of Venn diagrams, rather than to a general intelligence factor.

1. All liquid is fluid.
All milk is liquid.
Therefore, all milk is fluid. True or false?
2. All girls are scholars.
Some boys are scholars.
Therefore, some boys are girls. True or false?
3. All champions are strong.
All athletes are strong.
Therefore, all champions are athletes. True or false?



4, All musicians can hear.
No deaf person can hear.
Therefore, no musicians are deaf. True or false?

Synonyms. The subject has to fill in the blank with a single word that when
substituted for the word in brackets will not essentially change the meaning of the sen-
tence.

He placed the table near the [middle] of the room. ------------
The house is very [big]. ------------
The twins were of the same [stature].------------

The image was [enlarged] by the microscope.------------
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Inferential Conclusions. These items do not depend on strict logical deduction
but on reasonable inference and judgment based on the information given. These items are
similar in form to items in tests of reading comprehension, except that in intelligence tests
the level of vocabulary and reading difficulty are kept simple so that the items measure
reasoning ability more than vocabulary or reading level per se.

1. In aparticular meadow there are a great many rabbits that eat the grass. There are
also many hawks that eat the rabbits. Last year a disease broke out among the
rabbits and most of them died. Which one of the following things then most
probably occurred?

(@) The grass died and the hawk population decreased.

(b) The grass died and the hawk population increased.

(c) The grass grew taller and the hawk population decreased.

(d) The grass grew taller and the hawk population increased.

(e) Neither the grass nor the hawks were affected by the death of the rabbits.

(In a random sample of the U.S. adult population, 52 percent chose the keyed correct
answer, c; see Womer, 1970.)

Syntactic Inference. This is a test of one’s ability to infer the syntactic form of a
word from its context in a sentence. It is a good measure of general intelligence at high
school age and above. The subject is instructed to mark the “word” that best fills the
blank in the second of two sentences.

1. A gelish lob relied perfully.
I grolled the meglessly.
(@) gelish  (b) lob (c) relied (d) perfully

2. Four gobable trains krinned and zagged terfily.
I yammed porishly whenever they trinned so -------------
(@) gobable (b) trins (c) zagged (d) terfily

3. The dandable rals niddered zorfully, but | didnt bek.
Those rals have gofishly, too.
(a) dandable (b) rals (c) niddered (d) zorfully

Pedigrees. This type of item consists of a family pedigree diagram followed by a
list of questions based on it. The pedigree diagrams differ in size and complexity, from
very simple family relationships (as shown in the following example) to very complex re-



lationships involving some ten to fifteen “persons. ” Pedigree items are inappropriate for
persons who do not know the meanings of such terms as sister, brother, daughter, aunt,
uncle, cousin, brother-in-law, grandson, and so on.

This chart shows that Bob and Jane were married and had three children: Jack,
Mary, and Lisa. Jack married a woman named Betty, and Lisa married a man named Jim.
The subject is instructed to answer the following questions by looking at the chart and
circling the right answer.

1. Bob is Jane’s father husband brother son uncle.
Mary’s brother is Jack Bob Jim Betty Lisa.

How many children has Jane? 1 2 3 45

Lisa’s sister-in-law is Jane Betty Mary Jack Jim.
Betty’s mother-in-law is Jane Mary Lisa Jack.
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Numerical Reasoning Items.  There is a clear distinction between arithmetic com-
putation (or mechanical arithmetic) and arithmetic problem solving. Computation is a
quite poor measure of intelligence; numerical problem solving is one of the best measures,
assuming that the subject is able to read the problems and perform the computations called
for. When arithmetic operations are incorporated in intelligence test items, the reading
level and the arithmetic computations called for are kept at a much lower level of difficulty
than the reasoning called for to solve the problem. Here is a typical example:

1. John is twice as old as his sister Mary, who is now 5 years of age. How old will
John be when Mary is 30 years of age?

Over 20 percent of the adult population fail this item, but nearly all who fail show that
they can do the arithmetic calculations by giving the answer “sixty” and by answering
correctly the simpler item: “Mrs. Jones bought a loaf of bread for 3(C and a bar of candy
for 50. How much did she spend all together?”

Alumber Series. These are the most commonly used numerical reasoning items
found in intelligence tests; they assume only a knowledge of the cardinal numerals and the
simple arithmetic operations taught in elementary school.

1. At the end of each line, the subject is to write the number that most logically
continues the series.
@ 3,5 7,9 _
(b) 35, 28, 21, 14,
(© 1, 2, 4,8
(d) 3, 6, 5, 10, 9,



Another form of number series:

2. The subject is to fill in the blank with the number that will make the third pair of
numbers related in the same way as the first two pairs.
@ (1.3) (4.6) (7,—)
() @, 1) 24 (3,-~—)
(c) (2,8 (4 64 (3,-—)

Number matrices involve much the same principle:

3. The subject is to fill in the blank cell.
45 15 5

90 30

Number series and matrices items can be made to range in difficulty from close to
100 percent passing to less than 1 percent passing, even among college students. A
popular criticism of such problems is that there are theoretically many correct answers
besides the one that is keyed as correct to any given problem. This is an utterly trivial
criticism, however, because the other correct solutions are usually possible only for a
mathematician; they involve a level of mathematical sophistication far beyond that re-
quired for the most obvious solution. Even an expert mathematician who could figure out
other possible solutions would not do so in a test situation, because it would take so much
more time, and anyone capable of figuring out one of the more complex solutions would
certainly have no difficulty arriving at the simplest solution, which in every item is the
keyed answer.

Number series have their parallel in letter series, which are also used in some tests.
The subject is instructed to fill in the blank with the letter or letters that most logically
continue the series.

1 d, ee, fff, -—--
2.3 2z b,y ¢ ——-

Nonverbal Item Types and Examples
Used in Group Tests of Intelligence

Pictorial Tests

Nonverbal items are intended to obviate the need for reading or the overt use of
language. Hence nonverbal items are particularly useful for testing young children, illit-
erates, persons with language problems, and the deaf. Nonverbal items may range from
highly culture-loaded pictorial items to very culture-reduced geometric forms. One class of
nonverbal items is pictorial, using pictures of familiar things. Most pictorial items involve
the subject’s ability to induce a generalization or classification from a series of five or six
pictures and then decide which one of several multiple-choice alternatives belongs to the
same classification.



Pictorial Oddities. The oddity problem, described under verbal tests, can also be

presented in pictorial form. The subject is asked to select the one picture in each set that
does not belong with the others.



Figure Analogies. In a set of drawings, such as those shown below, the first
two drawings go together in a certain way. The subject is to find the drawing at the right
that goes with the third drawing in the same way that the second goes with the first.
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Spatial Analogies. These differ slightly from figure analogies in that spatial
analogies call for the mental ability to rotate figures in space to determine which pair of
figures is congruent.
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Figure Series. The subject is asked which figure at the right logically continues
the series of the three figures at the left. The sample items shown here are from R. B.
Cattell ’s Culture Fair Test ofg.
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The subject is asked which two figures in each series go

Figure Classification.
own here are from R. B. Cattell’s Culture Fair Test of g.

together. The sample items

Figure Generalization.  Here the subject must figure out the general rule for where
the dot is to be placed. In the first example shown below, for instance, the rule is that

the dot is inside the rectangle but outside the circle. In only one alternative of each series
can the rule be applied. The subject is to infer the rule and pick 