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Preface

This book is the product of its authors’ unusual combination of skills,
knowledge, and experience. We each have decades of different sorts of
involvement with innovation: economics research, legal scholarship in
patent law, and the practical business of being an innovator and entrepre-
neur in the software industry. This breadth of experience and knowledge
has been essential to the primary intended contribution of this book: to
bring a wide variety of evidence to bear on the questions of how well the
patent system performs economically, what contributes and detracts from
this performance, and how policy can improve it.

We were motivated to write this book by what we saw as the growing
need to base patent policy on empirical evidence, to get beyond what law
professor Jamie Boyle calls “faith-based policy.” Over the last decade, a
chorus of innovators has grown increasingly louder in its complaints about
the patent system. This is especially true in some new-technology areas
such as software. We suspect that the patent system is approaching an his-
toric crossroads and we will soon see fundamental policy changes.

Yet as Congress began holding hearings on patent law in 2005, we heard
mostly rhetoric and anecdote, despite a large body of empirical research
that has been performed by legal scholars and economists. Although econ-
omists and law professors have brought some excellent empirical research
to bear on specific policy questions such as patent-continuations practice or
postgrant review of patents, general evaluation of the patent system and
policy priorities do not seem to be based on any detailed empirical analysis.

Sometimes economists quote Machlup (1958) to suggest the futility of
attempting to draw broad conclusions about the performance of the patent
system: “If we did not have a patent system, it would be irresponsible . . . to
recommend instituting one. But since we have had a patent system for a
long time, it would be irresponsible, on the basis of our present knowledge,
to recommend abolishing it.” Yet in the half-century since Machlup wrote
these words, empirical research has advanced dramatically. Researchers now
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have large, computerized databases of information on patents, patent pros-
ecution, patent litigation, research and development (R&D) corporate
financial variables, and so forth. They also have sophisticated econometric
tools and models that they have used to analyze these data and measure key
aspects of patent performance. One would hope that something a bit more
definitive than Machlup’s conclusion could be drawn from this extensive
body of research.

This is what we attempt to do by synthesizing a wide variety of evi-
dence from diverse sources. We draw on economics research that uses
large databases of patents. We also draw on more detailed analyses of court
cases and outcomes more familiar to legal scholars. Moreover, the signifi-
cance of our contribution lies not just in that we use a wide range of em-
pirical evidence, but that we measure that evidence against yardsticks that
are grounded in the practical realities of the way the law and innovation
operate. Empirical economics research on patents has faced two sorts of
difficulties in evaluating performance of the patent system. First, it has
proven difficult to isolate all of the components of “net social welfare,”
the gold standard of economics-policy evaluation. We do not attempt to
measure net social welfare, but instead measure more limited aspects of
patent performance that are nevertheless still quite informative regarding
policy. Second, economic theory tends to use highly stylized concepts
such as patent “strength,” “breadth,” and even “quality.” These concepts
have proven difficult to measure because, unfortunately, they do not un-
ambiguously correspond to the actual practical realities faced by innova-
tors. Instead, the measures we use touch on aspects of these characteristics
(most notably, patent quality) but they result in estimates of economic
costs and benefits that are directly relevant to decisions that business man-
agers make about innovation.

Because this work is a synthesis, we owe a great debt to researchers who
have come before us and especially to those who introduced us, inspired
us, and taught us essential aspects of this subject. In this regard we ac-
knowledge the great contributions of Eric Maskin and Eric von Hippel.

Our work would have been impossible without the development of large
databases of patent and corporate information by Bronwyn Hall, Bob Hunt,
and Manuel Trajtenberg. Many other researchers generously shared data, in-
cluding Gwendolyn Ball, Jay Kesan, Megan MacGarvie, Kimberley Moore,
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Lee Petherbridge, John Turner, Polk Wagner, and Rosemarie Ziedonis.
Much of our data was extracted by research assistants and librarians, includ-
ing Jay Cohen, Brian Costello, Annette Fratantaro, Deb Koker, Raquel
Ortiz, Steve Rosenthal, and Dan Wolf.

Our work also would not have gotten far without our many discussions
with friends and colleagues. Boston University School of Law is a wonder-
fully collegial place. So many faculty and students gave us things to think
about. We especially thank Wendy Gordon and Maureen O’Rourke for
their support. Many other people provided us with insights, questions,
comments, criticism, and encouragement, including, Robert Barr, John
Barton, Bob Bone, Jamie Boyle, Iain Cockburn, Wes Cohen, Dennis
Crouch, Rochelle Dreyfuss, John Duffy, Beatrice Dumont, Rebecca
Eisenberg, Lorna Flynn, Rich Gilbert, Andy Goldstein, Dennis Gorman,
Dominique Guellec, Bronwyn Hall, Paul Heald, Rita Heimes, Bob Hunt,
Brian Kahin, Karim Lakhani, Jenny Lanjouw, Mark Lemley, David
Levine, Doug Lichtman, Bruce MacDougal, Megan MacGarvie, Eric
Maskin, Peter Menell, Bill Meurer, Craig Nard, Robert Plotkin, Cecil
Quillen, Arti Rai, Dan Ravicher, Jerry Reichman, Bill Ryckman, Pam
Samuelson, Josh Sarnoff, Mark Schankerman, Solveig Singleton, Kathy
Strandburg, Jay Thomas, John Turner, Eric von Hippel, Polk Wagner, and
Rosemarie Ziedonis. We also thank conference and seminar participants
at Benjamin Cardozo Law School; the Center for the Study of the Public
Domain, Duke University; Emory University Law School; the “IP Schol-
ars” conference, University of California, Berkeley; University of Michi-
gan Law School; the “Designing Cyberinfrastructure for Collaboration
and Innovation” conference, National Academy of Science; the NBER;
the “Patents and Diversity in Innovation” conference, University of
Michigan; the “Patent Law Conference,” Santa Clara University; the
“Software Patents: A Time for Change?” conference, Boston University;
and the “Works-in-Progress” IP Colloquium, the University of Pittsburgh.

Finally, we thank Tim Sullivan of Princeton University Press and
Krzysztof Bebenek for polishing the manuscript, and we gratefully ac-
knowledge Joyce and Miyuki for putting up with us.
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1 The Argument in Brief

Zimbabwe, a country once considered the “breadbasket of Africa,” now
suffers widespread starvation. Much of this decline can be attributed
to the tyrannical policies of President Robert Mugabe—in particular, his
disregard for property. In 2000, Mugabe’s followers seized land on over
one thousand farms owned by white farmers. But when Zimbabwe’s
Supreme Court ordered the squatters evicted, Mugabe forced the chief
justice to resign and physically threatened the remaining justices, who re-
lented. Owners abandoned their property, severely disrupting agricultural
production, and within a few years Zimbabwe was wracked by famine.!
Even with the rule of law, property systems can fail. A successful prop-
erty system also requires supportive institutions, and the technical details
of property law must make sense. Consider one particular country where
many property owners had a hard time enforcing their rights and were
often forced to resort to expensive litigation. In one notorious case, a
property owner had to assert its rights against more than one hundred par-
ties, an ordeal that involved forty-three separate lawsuits. With so many
ostensible trespassers, one might assume the property owner’s claim was
weak, but as the courts found, this was not the case. Only one suit was dis-
missed on summary judgment, the owner’s claims were largely upheld on

appeal, and almost all the defendants settled.
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This example does not come from a failed state or a “tinhorn dictator-
ship.” The country in question is the United States; the property is U.S.
Patent No. 4,528,643, granted in 1985; the owner who initiated the lawsuits
was a company called E-Data; and the alleged violators included a roster of
technology companies as well as thousands of small businesses and individu-
als operating e-commerce websites.? This failure of property rights cannot be
attributed to a breakdown of the rule of law. Rather it was caused by the fail-
ure of patent-related institutions and patent law generally to get the details
right. This widespread pattern of alleged violation and litigation would surely
be unusual in real estate or personal property in the United States.

Such a rickety system of property rights seems unlikely to be an engine
of growth. Burdensome means of enforcement lessen the value of property
to its owners. Moreover, property disputes impose costs on other parties.
Even though few are sympathetic to trespassers, squatters, and others who
seek unjust enrichment, there is good reason to worry about costs imposed
on innocent violators. In the case above, many of the defendants believed
that they were not infringing upon the owner’s rights, and they innocently
made investments that turned out to be in violation. Those investments
were exposed to unnecessary risk because of unclear property boundaries.
A defective property system discourages trade and investment not just by
property owners, but also by those who inadvertently face the threat of
property related lawsuits.

This book considers patents as a form of property right. If patents work
as property, they should reward innovators and encourage investment in
innovation. Below, we explore how the laws and institutions of property,
including patents, succeed and how they fail. The E-Data example sug-
gests that even in an advanced society with well-developed legal institu-
tions and strong respect for the law, property can fail. Yet this one example
might not be entirely representative. We need to go further and ask
whether patents work well as property overall.

This question is important because innovators have grown frustrated
with the failings of the American patent system. Over the past several years,
in newspaper articles and at hearings held by the Federal Trade Commission
(FTC) and the National Academy of Sciences (NAS), industry executives
have complained in growing numbers that the patent system is broken. In
response, Congress has held its own hearings and debated reform. Critics
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argue that changes in patent law have created “a legal frenzy that’s diverting
scientists from doing science.”® Some even believe that the patent system
should be abolished.* Others say that the patent system can be fixed with
some modest reforms.> Still others maintain that the patent system is not
broken at all, and that current efforts to reform it are just an attempt to
weaken the rights of small inventors.®

It is hard to tell who is right, however, because most evidence offered in
support of these positions is anecdote, if not myth:

* Defenders of the current system tell stories about the role of patents
in protecting small inventors from rapacious corporate giants. But
most patents and most litigation do not come from independent in-
ventors, so it is not clear how representative these stories are, or how
important small inventors are overall.

* Ciritics of the system cite patents on a peanut-butter-and-jelly sand-
wich (U.S. Patent No. 6,004,596), a method of using a backyard
swing (U.S. Patent No. 6,368,227), and a method of combing hair
over a bald spot (U.S. Patent No. 4,022,227) as evidence of poor
patent “quality.” Standing alone, however, these patents are not evi-
dence that anything is seriously wrong. Silly patents and patents on
unworkable inventions, such as perpetual-motion machines, have

been around for at least two hundred years.”

* Critics also raise the issue of lawsuits initiated by “patent trolls"—
people who obtain broad patents not for purposes of innovation, but
solely to ensnare real innovators who might inadvertently cross the
boundaries of the trolls’ patent. The label “troll” is potent rhetoric,
but only a small percentage of patent litigation can be attributed to
the most egregious trolls.

Stories about garage inventors are inspiring, while stories about frivolous
patents and frivolous lawsuits are troubling, but better evidence is needed
to guide patent reform. Without this evidence, it is hardly surprising that
some reform proposals seem to be ad hoc.

This book moves beyond anecdote to provide the first comprehensive
empirical evaluation of the patent system’s performance. We measure
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patents against a simple, well-defined yardstick inspired by economic
analysis of property rights. Our yardstick weighs the benefit of patents to
an innovator against their cost, including the risk of inadvertent infringe-
ment. If the estimated costs of the patent system to an innovator exceed
the estimated benefits, then patents fail as property.

Some readers might immediately find our objective to be somewhat
oddly stated or, perhaps, overreaching. The key limiting qualifier here—
the limitation that makes the empirical exercise feasible—is “as property.”
At the risk of getting a bit pedantic, this phrase requires more careful
discussion.

Many readers might think the phrase is redundant in the present con-
text. Some are likely to assume that patents are property. What, then,
could it mean to ask if they work “as property”? For example, in a paper
comparing different ways of providing incentives to innovate, theoretical
economists Gallini and Scotchmer (2004) tell us that patents are “intel-
lectual property,” which they define as “an exclusive right to market an in-
vention for a fixed time period.” As such, it might seem sensible to call
patents “property” because exclusion is a hallmark of property. Property
rights in land give a farmer exclusive rights to grow crops and bring them
to market. If patents provide exclusive rights to market inventions, how
could they not work “as property”?

It is important, however, to distinguish idealized depictions of patents
from the actual workings of the patent system. Patents do not actually
provide an affirmative right to market an invention; they provide only a
right to exclude others from doing so. This might seem an inconsequential
difference, but it has practical significance: other patent holders can block
even a patented invention from coming to market. The power to block in-
novation is especially troublesome when property boundaries are not well
identified.

Some of the troubling issues raised by the E-Data patent are explained
by this difference. E-Data’s patent was for a kiosk that produced digital
audio tapes and the like in retail stores, but they interpreted this patent
to cover a very broad swath of e-commerce. On the other hand, IBM
holds hundreds of patents related to e-commerce, but this did not prevent
E-Data from threatening to block IBM from marketing its own innovative
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e-commerce products. To market its own patented technologies, IBM was
forced to pay E-Data for a license. Similarly, Research in Motion (RIM)
holds patents on its popular BlackBerry personal-communication device,
but this did not prevent NTP, a patent licensing company, from famously
suing RIM for patent infringement. To avoid being excluded from the
market for its own patented invention, RIM paid NTP more than a half-
billion dollars.

Gallini and Scotchmer present idealized notions of patents and property
that might be useful for some theoretical inquiries.® Empirical investiga-
tion, however, requires us to be mindful of the ways in which real patents
might fall short of such stylized concepts of property. If examples like
E-Data and RIM are typical—and this is the kind of empirical question we
explore in depth below—then patents will perform quite differently from
the property ideal. Below, we estimate just how far actual patents fall short
of that ideal. Patents work well as property for some kinds of technology
and given the right institutional setting. Patents fail as property for other
kinds of technology and given the wrong institutional setting.

Opverall, the performance of the patent system has rapidly deteriorated
in recent years. By the late 1990s, the costs that patents imposed on pub-
lic firms outweighed the benefits. This provides clear empirical evidence
that the patent system is broken. Both our empirical analysis and our
comparative institutional analysis provide clues about the causes of this
deterioration—and about what might be done to fix it.

Our focus is on the American patent system, and some of the problems
we identify with the American patent system are unique. Nevertheless,
there are two reasons that our analysis has relevance to innovation in other
countries. First, many other patent systems are under some pressure to be-
come more like the American patent system. For example, Japan and Eu-
rope have loosened restrictions against software patents. Second, patent
rights and patent litigation are global matters. Important inventions are
usually patented in all major markets. This means that patent holders can
choose where to litigate. Increasingly, patent disputes are being litigated in
the United States, usually resulting in worldwide settlement agreements.
Indeed, European inventors file more lawsuits in the United States than
they file in any European country other than Germany. This means that
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the United States patent system directly affects firms and innovators in
Europe, Japan, and elsewhere.

PATENTS AS PROPERTY

We begin by comparing patents to tangible property. Lawyers and legal
scholars—perhaps because they have endured at least a semester of train-
ing in property law and are therefore aware that things might not be so
neat—tend to speak of patents not as a form of property, but as analogous
to other forms of property. Some argue that the analogy might not be ap-
propriate (Lemley 2005), others that the analogy is long-standing (Mosoff
2007), but most recognize that the law and institutions of property sys-
tems are complicated and patent law necessarily diverges from the law of
tangible property.

We begin our inquiry in chapter 2 by looking at the appropriateness of
this analogy, comparing the property-like features of patent law to features
of the law of tangible property. We have already noted one important dif-
ference: patents do not provide an affirmative right to use an invention.
More than one person can use an invention at a time and more than one
inventor can claim rights over an invention. Many people can even invent
the same technology independently at the same time. In contrast, tangible
property is a “rival” good—that is, only one person can use it at a time.
This means that the right to exclude others more or less conveys an affirma-
tive 7ight to use tangible property. As we shall see, this difference between
inventions and tangible property is important.

In many other ways, however, patent law shares essential doctrinal fea-
tures with the law of tangible property. Specifically, patents provide partial
rights to exclude others from using an invention as well as rights to trans-
fer ownership. Just as property rights provide incentives to invest in the
acquisition, development, and maintenance of tangible property, patents
potentially provide incentives to conceive a new technology (“invention”),
develop it into a commercial product or process (“commercialization”),
and put it to use (“innovation”). Such “innovation incentives” are central
to the Constitutional mandate to “promote the progress of . . . the Useful
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Arts,” which the framers set out when empowering Congress to devise a
patent system.

But property and patents only porentially provide these incentives. Our
review finds well-known evidence that property systems sometimes fail to
provide such incentives efficiently:

* Property rights can fail when their validity is uncertain. Such was the
case when the transition from Mexican to American rule in Califor-
nia during the nineteenth century clouded the validity of land titles
granted under Spanish and Mexican rule. This uncertainty led to
squatting and a decline in agricultural productivity.

* Property rights can fail when rights are so highly fragmented that the
costs of negotiating the rights needed to make an investment become
prohibitive. Such was the case with Russian retail establishments in
that country’s transition to a private economy. Ownership rights to
stores were granted to large numbers of parties, making it too difficult
for any one group to obtain the required permissions to operate each
store. The stores were often shuttered while street vendors conducted
a busy trade nearby.

* Property can fail when boundary information is not publicly accessi-
ble. In many less-developed nations, cumbersome regulations dis-
courage impoverished people from recording property boundaries.
This limits their ability to trade that property or to use it as collateral
for obtaining loans.

* Finally, property rights can fail when the boundaries of the rights are
not clear and predictable. This problem sometimes arises with property
extracted from nature, such as mineral rights. For example, mineral
veins beneath the surface of the earth twist and intersect in unpre-
dictable ways. Such a boundary-related failure in the copper mines of
Butte, Montana, led to a violent struggle between rival claimants.

These failures emphasize the importance of implementation in prop-
erty rights systems. The economic effectiveness of any property system de-
pends not just on what it sets out to do, but also on the laws, regulations,
institutions, and norms that implement the system. Consequently, the
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doctrinal similarity between patent law and the law of tangible property
can obscure important differences in economic performance that arise be-
cause these doctrines are implemented differently. Patents might not work
well as property if patent law is not implemented effectively; the messy
details of how patents work matter.

Tue Nortice Function: Ir You CaNT TELL THE BOUNDARIES,
IT AINT PROPERTY

We can identify one very important difference between the way property
rights and patent rights are implemented. This difference concerns the “no-
tice function” of property. An efficient property system notifies non-owners
of property boundaries. For example, land rights have a well-developed and
efficient system to notify third parties of boundaries. Because of this, only
rarely does someone invest millions of dollars constructing a building that
encroaches on someone else’s land without permission. Far more typically,
would-be investors “clear” the necessary rights before investing. They lo-
cate markers, check land deeds, conduct surveys, and so forth, in order to
determine the adjacent boundaries. They then either negotiate rights to the
needed land or design the building to avoid encroachment.

The notice function does not always work so well with patents. For ex-
ample, the E-Data dispute arose because hundreds of parties, including
some very large companies, ignored, did not see, or misunderstood the
boundaries created by the patent in question. That patent, awarded to
Charles Freeny Jr, was entitled a “System for Reproducing Information in
Material Objects at a Point of Sale Location.” Its unhelpful title obscures
the fact that Freeny actually invented a kiosk for producing music tapes
or other products in retail stores using digital information. But, as we have
seen, the patent was asserted against thousands of companies doing
e-commerce, a rather different technology.

Why did notice fail so completely in this case? For one thing, a prospec-
tive technology investor needs to check a very large number of patents. Ac-
cording to David M. Martin, CEO of a patent risk management firm, “if
you're selling online, at the most recent count there are 4,319 patents you
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could be violating. If you also planned to advertise, receive payments for,
or plan shipments of your goods, you would need to be concerned with
approximately 11,000.”

But even if a website developer could check all these patents, it would
be very difficult to know what their boundaries are. The boundaries of the
E-Data patent depend on the meaning of abstract phrases such as “point
of sale location,” “information manufacturing machine,” and “material
object.” Consider, for example, the meaning of “point of sale location.”
This is a bit of computer and retail-industry jargon first used when elec-
tronic terminals replaced cash registers. It refers to the location within a
store where items are checked out and transactions take place. Did this
term in the patent claim limit the patent to transactions in retail stores, or
did it cover all e-commerce, including transactions that might take place
in buyers’ offices or even in their bedrooms? The district court limited the
patent right to retail locations. In 2001, however, the Court of Appeals for
the Federal Circuit, using legal rules that place little weight on actual in-
dustry usage or on dictionary definitions, concluded that the “point of sale
location” included bedrooms, offices, and anywhere else with an Internet
connection. Thus, sixteen years after the patent was granted, it was given
boundaries that many people, including a district court judge, would find
surprisingly broad. In the interim, the correct boundaries of this patent
were essentially unknown. The patent offered poor notice.

Poor notice causes harm because it subjects technology investors to an
unavoidable risk of disputes and litigation. The expected cost of inadver-
tent infringement imposes a disincentive on technology investors. Potential
innovators consider not only the reward that they might reap from owning
patents, but also the risk of being sued for infringing upon the patents of
others. Clearly, if the risk of inadvertent infringement is too great, the net
incentives provided by the patent system will be negative, and patents will
fail as a property system. This is similar to the failures that occurred with
Mexican land grants in California, with Russian retail store ownership, and
with the copper-mine war in Butte, Montana, noted above.

Establishing notice is often inherently easier for tangible property be-
cause, as opposed to patents, tangible property is a rival good. This means
that active possession of tangible property is often sufficient to inform the
world about what is owned and who owns it—consider, for example, the



10 Chapter 1

shirt on one’s back. For nonrival inventions, such as RIM’s technology,
however, the fact that RIM independently developed and actively pos-
sesses the technology does not help clarify the relevant patent boundaries
and ownership.

In addition, the implementation of patent notice suffers important de-
ficiencies. In chapter 3 we explore several institutional differences between
patents and the property system for land that might make the former par-
ticularly prone to notice problems. These institutional features affect
patent notice and are thus central to our analysis:

1. Fuzzy or unpredictable boundaries: Surveying land is inexpensive,
and the survey boundaries carry legal weight. While surveyors can plainly
map the words in a deed to a physical boundary, it is much harder to map
the words in a patent to technologies, as the E-Data patent dispute illus-
trates. Not only are the words that lawyers use sometimes vague, but the
rules for interpreting the words are also sometimes unpredictable. Al-
though innovators can obtain expensive legal opinions about the bound-
aries of patents, these opinions are unreliable. There is thus no reliable way
of determining patent boundaries short of litigation.

2. Public access to boundary information: The documents used to deter-
mine boundaries for both land and patents are eventually available to the
public. It is possible, however, for patent owners to hide the claim lan-
guage that defines patent boundaries from public view for many years, a
practice that is becoming increasingly frequent.

3. Possession and the scope of rights: Generally, tangible property rights
are linked closely to possession, hence the well-known expression, “posses-
sion is nine points of the law.” Patent law also requires possession of an in-
vention, but often this requirement is not rigorously enforced. Courts
sometimes grant patent owners rights to technology that is new, different,
and distant from anything they actually made or possessed. Not surpris-
ingly, this practice makes patent boundaries especially unclear in fast-
paced fields such as biotechnology and computer software development. It
certainly seems that E-Data was granted ownership of technology that was
far removed from what Charles Freeny Jr. actually invented.

4. The patent flood:. Clearance costs are affected by the number
of prospective rights that must be checked for possible infringement.
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Investments in land or structures rarely involve many parcels of land, and
property law discourages fragmentation of land rights. In contrast, invest-
ments in new technology often need to be checked against many patents—
even thousands, in the case of e-commerce. Although the patent system has
features that discourage patent proliferation—notably the requirement that
an invention not be obvious—empirical evidence suggests these are not
working well.

These differences mean that patents might diverge significantly from an
ideal property system that grants an inventor a well-defined, exclusive
right to develop a technology and bring it to market. Because of such dif-
ferences, patents might not work well as property. Whether or not they do
is the empirical question at the heart of this book.

EmpriricaL EviIDENCE: Do PaTENTS WORK AS PROPERTY?

Do patents give inventors positive net incentives to invest in innovation?
An answer requires careful attention to the details of the patent system and
the markets for innovation. The empirical evidence must account for in-
centives from many sources, including exclusion of competitors, licensing,
and sale of the patent. We must be careful to distinguish between patent
based incentives and other incentives to invest in innovation. We must
also account for disincentives that arise indirectly from the threat of litiga-
tion. We study how the pattern of incentives varies over time, and across
industries, technologies, and types of inventor.

Our question is simpler and more basic than the questions economists
often ask when evaluating policy. Economists like to ask whether policies
increase “net social welfare,” a generalized measure of the overall well-
being of society. Short of that, economists like to ask whether innovation
policies increase innovation or R&D spending. But these are even more
difficult and complicated questions to investigate empirically. Many inter-
related factors can influence R&D spending, innovation, and the resulting
social welfare, so it is difficult to disentangle these to determine the in-
dependent influence of patents. Not surprisingly, economic studies that
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attempt to answer these more difficult questions typically have arrived at
inconclusive results.

Our approach, instead, is to ask a more limited question. We can deter-
mine, with reasonable accuracy, whether or not patents provide net posi-
tive incentives for a given group of inventors. This does not tell us whether
patent policy is optimal or not. To the extent that incentives are positive,
we cannot tell whether they are too big or too small relative to the social
optimum. There are many factors we cannot measure that go into a calcu-
lation of the optimal incentive. On the other hand, if patent incentives are
negative, then they fail as property in a basic sense. In this case, patents
do not do what they are supposed to do, and it is not likely that they will
spur innovation and increase social welfare.!® Even though society might
receive benefits far beyond the innovator’s profit, if patents discourage
innovators on net, then patents will not help realize these benefits.

We begin our empirical analysis in chapter 4 by reviewing the litera-
ture. It has been almost fifty years since the empirical evidence on patents
was last comprehensively reviewed. The reviewer, Fritz Machlup (1958),
concluded that it was not possible to decide whether patents were good or
bad policy instruments. In the interim, a wide variety of research has
looked at the performance of patent systems.

We review this scholarship not to determine whether patents are good
or bad policy instruments in general—the discussion above suggests that
firm conclusions of this sort might be very difficult to reach. Rather, we
simply ask whether a nation’s patents seem to have a similar effect on its
economic performance as do other property rights in that nation. If they
do not, this suggests that the implementation differences between patents
and other property rights might be significant. Even though economic
performance is ultimately influenced by global property rights, the con-
trast between a nation’s patents and its other property should reveal im-
portant differences or similarities.

Specifically, the research we review includes:

* Historical research on the Industrial Revolution. Although property rights
and markets fostered economic growth and innovation throughout Eu-
rope and the United States, patents played a much more limited role. In
Britain, few major inventors received much benefit from patents,
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although in the United States more did benefit. More generally, how-
ever, countries without patents were just as innovative during this pe-
riod as those that had patents.

Statistical studies that compare the performance of countries over time.
These studies use indices of the strength of property rights or the
strength of patent rights to explain each country’s economic growth
rate. Although general measures of property rights exhibit robust cor-
relations with economic growth, measures of patent rights do not.
Patents might still play an indirect role, however. Patent rights appear
to be somewhat correlated with R&D spending, although this rela-
tionship exists only among more-developed countries, and it is not
clear whether patents cause R&D or vice versa.

Studies of economic experiments. These studies explore what happens
when legal rights change. Some researchers have explored the role of
property rights in the transition of former Soviet-bloc countries to
market-based economies. Those countries that developed property in-
stitutions to support a robust market economy have experienced
strong economic growth after an initial period of sharp decline. This
success apparently depends, however, on the establishment of specific
supportive institutions, including market-oriented legal systems, com-
mercial banking, regulatory infrastructure, and labor-market regula-
tion. Countries that introduced private property and markets without
developing these institutions have experienced persistently declining
per capita income. By contrast, economic experiments that extended
or strengthened patent rights do not seem to show clear evidence of
increased innovation, except, perhaps, to a limited degree among the
wealthiest nations.

Miscellaneous research. Case studies present a convincing argument
that patents are critical for investment in R&D in the pharmaceutical
industry. On the other hand, survey evidence suggests that in most
other industries, patents do not pose much of a barrier to imitation,
and firms rely mainly on other means, such as lead-time advantages
and trade secrecy, to obtain returns on their R&D investments.
Moreover, several studies suggest that a moderate degree of competi-
tion might actually spur innovation.
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In summary, patents do not work “just like property.” While they do
play some role in promoting innovation and economic growth, that role is
limited and highly contingent compared to the role property rights nor-
mally play in promoting economic growth. The laws and institutions that
implement property rights might be harder to get right for patents than
for tangible property rights.

Nevertheless, patents might still work effectively, even if they have a
more limited impact on economic growth than property rights for other
assets. To arrive at a more definitive evaluation, we need to perform a care-
ful accounting of the incentives and disincentives for investing in innova-
tion that patents provide. We do this by drawing on estimates found in the
literature, and on some of our own estimates.

Figure 1.1, copied from chapter 6, conveys the basic calculations we
make for United States public firms. Because chemical patents, especially
on pharmaceuticals, are much more valuable and much less likely to be lit-
igated, we display the chemical and pharmaceutical industries separately
from other industries. The heavy, solid lines show the annual aggregate
costs to these firms of defending against patent litigation. This estimate in-
cludes not only direct legal costs of litigation, but also business costs such
as loss of market share or the costs of management distraction. The dashed
lines represent an estimate of the incremental annual profit flow from all
patents worldwide associated with inventions patented in the United
States. We derive these estimates, based on a review of over twenty re-
search papers, in chapters 5 and 6.!!

The incremental profit flows represent the gross positive incentives pro-
vided to innovators by worldwide patents above and beyond the profits
that could be earned without patents. Litigation costs represent an impor-
tant disincentive to innovation. A firm looking to invest in innovation will
consider the risk that the innovation will inadvertently expose it to a patent
infringement lawsuit. Since infringement lawsuits are usually filed against
firms exploiting new technologies, development of a new technology ex-
poses the innovator to risk of inadvertent infringement if patent boundaries
are hidden, unclear or unpredictable.'? That risk weighs against the profits
that can be made from innovation. Of course, firms are both patent holders
and potential defendants, so a comparison of profit flows and litigation

costs for a group of firms should reveal the sign of net incentives.'?
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The results in figure 1.1A show that chemical and pharmaceutical firms
earn far more from their patents than they lose to litigation. But for other
firms, figure 1.1B tells a simple but dramatic story: during the 1980s,
these firms might have, at best, broken even from patents, but in the mid-
1990s litigation costs exploded. By almost any interpretation, the United
States patent system could not be providing overall positive incentives for
these United States public firms by the end of the 1990s. The risk of
patent litigation that firms faced in their capacity as technology adopters
simply outstripped the profits that they made by virtue of owning patents.
A firm looking to invest in an innovative technology during the late
1990s, taking this risk into account, would expect the net impact of
patents to reduce the profits from innovation rather than to increase them.
Moreover, preliminary data for more recent years suggest that this problem
has gotten worse since 1999.

Note that patents do provide profits for their owners, so it makes sense
for firms to get them. But taking the effect of ozher owners” patents into
account, including the risk of litigation, the average public firm outside
the chemical and pharmaceutical industries would be better off if patents
did not exist.

Moreover, figure 1.1B understates the extent to which costs exceeded
benefits for several reasons: disputes settled before a lawsuit was filed are
not counted, nor are foreign disputes; this comparison ignores the costs of
obtaining patents and clearance; and for a variety of reasons, the estimates
of worldwide patent profits are biased upwards, while the estimates of liti-
gation costs are biased downwards.

The patent system clearly provides large positive incentives for innova-
tors in the chemical and pharmaceutical industries. Also, small firms gen-
erally receive benefits that exceed costs, but the net incentives for these
patentees are not large. We will comment more on these exceptions below.

INTERPRETING THE RESULTS

To understand the meaning of the evidence in figure 1.1, we explore several
related issues. First, what is driving this surge in the cost of litigation? In
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chapter 7 we look at a variety of alternative explanations. The increase in ag-
gregate litigation cost is mainly driven by the increasing frequency of litiga-
tion, which has roughly tripled since the 1980s.!4 Yet when we look in detail
at what determines the rate of litigation, we find that only a small part of
this increase can be explained by measurable factors, such as how much the
parties to a lawsuit spend on R&D or how many patents they have. This
suggests that most of the increase arises from unmeasured factors that might
include legal, institutional, and technological changes. We explore several
possible factors, including deterioration of patent notice, industry-specific
factors, greater rewards for litigation, a general increase in litigiousness, the
rise of patent “trolls,” and the declining quality of patent examination.

We can directly rule out several of these explanations. All industries ap-
pear to have experienced a rapid increase in patent litigation, although the
increase seems somewhat more rapid in software-related industries. This
means that industry-specific factors are unlikely to explain most of what is
happening. Also, business-to-business litigation has not been increasing in
general, so we cannot attribute the increase in patent litigation to an over-
all rise in litigiousness. In addition, we find no evidence to suggest that the
rewards that patent holders gain from litigation increased in the 1990s, al-
though they might have increased during the 1980s.1>

We also considered the role of patent “trolls,” which we define narrowly
as individual inventors who do not commercialize or manufacture their in-
ventions. One story claims that the increasing availability of patent litiga-
tors willing to work on contingency fees has spurred lawsuits by such
trolls, who might otherwise be unable to afford litigation. The share of
lawsuits initiated by public firms has not declined, however, nor has the
share of lawsuits involving patents awarded to independent inventors
increased. This suggests that the increase in litigation cannot be mainly at-
tributed to patent “trolls,” at least through 1999. Of course, if we use a
broader definition of “troll” that includes all sorts of patentees who oppor-
tunistically take advantage of poor patent notice to assert patents against
unsuspecting firms, then troll-like behavior might be a more important ex-
planation. Indeed, if patent notice is poor, then all sorts of patent owners
might quite reasonably assert patents more broadly than they deserve. But
then it is more appropriate to attribute the surge in litigation to poor
patent notice, not to trolls per se.



18  Chapter 1

In fact, the distinctive pattern of litigation over time and across tech-
nologies does provide support for an explanation based on the deteriora-
tion of patent notice. Several changes to patent notice occurred during the
mid-1990s, including the way that courts interpret patent claims, in-
creased “hiding” of patent claims while applications are under review at
the Patent Office, problematic legal decisions in software and biotechnol-
ogy that extended the reach of patents to technologies far beyond what
was actually invented, and the growing flood of patents that began during
the mid-1980s and gathered strength during the 1990s. Many of these
changes are the specific work of the Court of Appeals for the Federal Cir-
cuit, the specialized appeals court for patents that was established in 1982.
In any case, these changes provide a natural explanation for the concurrent
increase in litigation.

In addition, the pattern of litigation costs across technologies is consis-
tent with differences in patent notice. Litigation costs are particularly low
for patents on chemical compounds, including pharmaceuticals. At the
same time, the value of these patents is much higher than the value of other
patents—perhaps, in part, because litigation costs are low and enforcement
is effective. Economists have long recognized that patents on chemicals
work particularly well because these patents have very well-defined bound-
aries.!® In contrast, economists recognize that complex technologies, such
as electronics and computers, might have relatively poorly defined patent
boundaries. Patents on complex technologies have higher litigation rates
and lower values than chemical patents. By the late 1990s, these patents
generated more litigation cost than profit.

Software patents, in particular, often have boundaries that are especially
difficult to determine, for reasons we explore further in chapter 9. Soft-
ware patents have even higher litigation rates and a high frequency of
appeals over the meaning of patent claims. Not surprisingly, the costs of
litigation for software patents far exceed the profits. The distinctive pat-
tern of litigation rates across technologies thus supports the notion that
patent notice might explain differences in patent value.

The deterioration of patent notice might also be roughly associated with
a decline in patent quality, broadly conceived. Many critics equate low
patent quality with frequent issuance of invalid patents. These critics con-
tend that poor examination allows invalid patents to be issued for inventions
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that are obvious or lack novelty. Specifically, they assert that inadequate
search of previous patents and publications causes examiners to overlook
novelty and obviousness problems. Other critics attribute patent quality de-
cline in part to the Federal Circuit’s proclivity to weaken the legal test of
obviousness. These two sources of patent quality decline contribute to the
patent flood and make clearance difficult and costly, leading indirectly to lit-
igation. Our broader conception of patent quality acknowledges problems
with novelty and obviousness, but our evidence shows that quality problems
are more fundamentally connected to problematic boundaries associated
with patents that are vaguely worded, overly abstract, of uncertain scope, or
that contain strategically hidden claims.

The narrow conception of patent quality decline does not explain the
surge of patent litigation or the pattern of litigation across technologies. Per-
haps there has been a recent surge of invalid patents granted, but no such
surge appears in the data on litigation outcomes. Similarly, invalidation rates
are not higher for technologies featuring higher litigation rates. This suggests
that patent examination search quality is not primarily responsible for the
increase in costly litigation by itself, although it might well be a contributing
factor and it might also be a problem for other reasons.

This analysis leads us to the conclusion that during the late 1990s, the
American patent system failed as a system of property rights for public
firms. It did so because it failed to provide clear and efficient notice of the
boundaries of the rights granted.

SMALL INVENTORS

But this evidence of failure applies only to one group of inventors—
namely, those at public firms. Now this is a large and very important group
of inventors, especially if we assume that the main purpose of patents is to
provide incentives to invest in R&D—this group of firms is responsible for
about 90 percent of R&D spending. Nevertheless, some important inven-
tions are made by small inventors, including independent individuals and
small nonpublic firms. Perhaps the patent system works sufficiently well for
these small inventors to offset its other failures. Indeed, some people claim
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that almost all “breakthrough” inventions come from small inventors, and
their interests should be paramount in debates about patent reform.

Chapter 8 explores several issues regarding small-inventor patents. There
are good reasons to think that small inventors make important inventions.
This is not true of all types of small inventors, of course; many small inven-
tors patent games, simple machines, and other low-tech inventions. Never-
theless, many small inventors do make important high-tech inventions. But
there is no evidence to suggest that most breakthrough inventions come
from small inventors. What limited evidence exists—for example, the char-
acteristics of inventors nominated to the National Inventors Hall of Fame—
suggests that most recent major inventions originated in large organizations,
although a significant minority of important inventions are developed by in-
dependent inventors or inventors working in small firms.

How does the patent system perform for small inventors? In our analy-
sis of public firms, we find that small public firms enjoy positive incentives
from patents—their litigation costs are lower than the profits they receive
from patents, although their absolute level of profits from patents is not
large. Other small inventors are also likely to enjoy a positive incentive,
but we lack the data to estimate their litigation costs. Certainly, the many
small inventors who do not commercialize any technology have little to
fear as defendants in patent lawsuits. Even so, we find troubling evidence
that patent notice adversely affects small inventors, too. Patent notice
problems impair the market for technology and rob many small inventors
of the larger reward they could get from licensing or selling their patents in
a world with good patent notice.

The troubling evidence is this: all types of small inventors, including
small firms, realize substantially less value from their patents than do large
firms. This is true for the independent inventors who work in low-tech
fields, as well as for small public firms in many high-tech industries. In-
deed, relative to large firms, many small inventors, even small high-tech
firms that go public, forgo patents entirely, relying instead on trade secrecy
and other means of protecting their profits deriving from innovations. The
patent system works for small inventors, but does so only weakly. Why? In
part because small inventors do not have access to the resources needed to
commercialize inventions. They cannot quickly ramp up manufacturing
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and marketing, they do not have established distribution channels, and
they cannot easily finance acquisition of these assets.

Lack of such complementary assets would not be a problem if markets
for technology worked better. Small inventors who lack resources should
be able to sell or license their technology to large firms who have those re-
sources. Indeed, technology markets are often the best means that small in-
ventors can employ to capture value from their inventions. In a world with
competitive and efficient technology markets, licensing royalties and sales
contracts would deliver value to small inventors comparable to the value
that large firms gain from their own patents. The fact that small inventors
actually gain much less from their patents, however, indicates that these
markets do not always work very well.

Better patent notice would improve technology markets in two ways. A
direct improvement flows from clearer property rights. Unclear property
rights increase bargaining costs and the probability of bargaining break-
down. Better patent notice makes technology markets more efficient, and
hence more attractive to small inventors.

An indirect and possibly larger benefit flows from the impact of notice
on buyers in technology markets. When potential buyers face substantial
risk of patent litigation, they cannot profit as much from the technology
they seek to exploit and are therefore unwilling to pay as much for the
technology. Better notice would reduce the risk of inadvertent infringe-
ment and any ensuing litigation, increase the willingness of buyers to pay
for technology, and increase the value of patents to small firms who sell in
technology markets.

Small inventors and large firms alike suffer from poor patent notice.!”
The positive incentives that small inventors receive from patents give us
no reason to be sanguine about the current state of the patent system.

THE PaArRTICULAR PROBLEM OF SOFTWARE PATENTS

As we noted above, the patent system performs particularly poorly for soft-
ware patents. Software is a vital technology and, as we shall see, software
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patents contribute substantially to the overall failure of the patent system
for public firms. We explore the reasons for this in chapter 9.

Software patents have been controversial in part because the software-
publishing industry grew up largely without patents and most computer
professionals oppose patenting software. But judicial decisions during the
1990s eliminated certain obstacles to software patents, and now close to
200,000 software patents have been granted.

Some argue that there is nothing different about patents on software, and
if there are any problems, these will be resolved as the Patent Office adapts
to this new technology. Some say that because the software-publishing in-
dustry remains innovative, patents cannot be hurting innovation. But evi-
dence about the software-publishing industry is not definitive; the majority
of software firms still do not obtain patents, and most software patents are
awarded to firms in other industries, chiefly the manufacture of computers,
semiconductors, and electronics.

Critically, software patents do seem to exhibit some marked differences
from other patents when it comes to litigation costs. Software patents are
more than twice as likely to be litigated as other patents; patents on meth-
ods of doing business, which are largely software patents, are nearly seven
times more likely to be litigated. And, despite being a relatively new area
for patenting, software patents accounted for 38 percent of the total cost
of patent litigation to public firms during the late 1990s. This does not ap-
pear to be a temporary problem that is dissipating as the Patent Office
adapts—the probability that a software patent will be litigated has been
increasing substantially rather than decreasing.

Why are software patents more frequently litigated? In a word, abstrac-
tion. In chapter 9, we will elaborate upon what we mean by “abstraction”
and how it affects patent notice, but for the present consider that software
is an abstract technology, and this sometimes makes it more difficult, if not
impossible, to relate the words that describe patent boundaries to
actual technologies. In this context, it is helpful to recall the abstract con-
cepts described in the claims of the E-Data patent—"“point of sale lo-
cation,” “information manufacturing machine,” “material object,” and so
on. These words reach far beyond the actual kiosk technology that Charles
Freeny Jr. of E-Data invented, yet during the course of litigation it was not
clear what, precisely, they covered. In other cases, the words in some broad
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software patents seem clear enough, but because the patents claim tech-
nology far beyond what was actually invented, judges will sometimes in-
terpret the claims narrowly (for example, see the discussion of Wang’s
Patent No. 4,751,669 in chapter 9). But it is hard to predict which broad
claims will be narrowed. This becomes another cause of boundary unpre-
dictability that contributes to inadvertent infringement and, ultimately, to
litigation.

Of course, software is not the only technology that can be described in
abstract terms. Indeed, the problem of abstraction in patents has been rec-
ognized at least since the eighteenth century, when British law attempted
to exclude patents on general “principles of manufacture” as opposed to
specific inventions. In the United States, judges also developed doctrines
to exclude patents with abstract claims during the nineteenth century.

Nevertheless, there are two major reasons why abstraction poses a par-
ticular problem for software. First, as we will discuss in chapter 9, the
Court of Appeals for the Federal Circuit has tolerated more abstraction in
software patents than seems warranted by these patent doctrines. Second,
software is inherently more abstract than other technologies. Indeed, it is
well known among computer scientists that software technologies (algo-
rithms, system structures) can be represented in many different ways, and
it might be difficult to know when alternative representations are equiva-
lent. This means that the technology claimed in a patent can be difficult to
distinguish from alternatives; it might be hard to know whether a given
patent claims an invention that is different from previous inventions, or
whether an allegedly infringing program is different from the claimed
technology. If computer scientists cannot unambiguously make these dis-
tinctions, there is little hope that judges and juries can do better.

Although not all software patents suffer from abstract or overly broad
claims, software technology is especially prone to these problems. Indeed,
software patents are much more likely than other patents to have their
claim construction reviewed on appeal—an implicit indication that par-
ties to lawsuits have fundamental uncertainty over the boundaries of these
patents. This uncertainty leads to more frequent litigation and substan-
tially higher litigation costs.

Software patents are not just like other patents. The problems of soft-
ware patents—problems arising partly from the nature of the technology
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and partly from the way the courts have treated this technology—are a
substantial factor in the overall poor performance of the patent system.
The problem of implementing patent law to deal with abstract patents
appears to be particularly stubborn and is unlikely to go away unless it is
addressed directly.

MakiING PaTenNTs WORK LIKE PROPERTY

What, then, will it take to fix the failure of patent notice and make the
patent system an effective tool for encouraging innovation in all indus-
tries? At first glance, this might not seem too difficult a task, given that
patents seem to have performed reasonably well as recently as the 1980s.
Indeed, many people have been quite optimistic that the current round of
draft legislation and recently renewed attention from the Supreme Court
will soon lead to a rebirth of effective patent policy.

In chapter 10, however, we suggest that effective reform might well
prove surprisingly difficult to achieve. Many reform advocates believe that
the poor performance of the patent system flows from deterioration of
patent “quality” (narrowly defined) that can be fixed by improving the
patent examination process. We agree that invalid patents are a problem,
and that patent examination can be improved; however, we see this as only
part of the problem. We suspect that many people focus on patent quality
because there has been so much publicity about bad patents on inventions
that lack novelty or seem obvious, such as those mentioned previously in-
volving the peanut butter and jelly sandwich or the backyard swing.
Patents of doubtful validity create social costs, but our evidence suggests
that concerns about validity are not the main drivers of the patent litiga-
tion “explosion.”

Moreover, we think that attempts to improve patent quality, including
review procedures involving third parties, will not be very effective unless
there are broader improvements in patent notice. This is because patent
examination depends on clear, predictable patent boundaries. For example,
critics of the E-Data ruling contend that e-commerce had been discussed
and practiced before Freeny’s invention. Under patent law this “prior art”
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should have invalidated the E-Data patent. But if the patent examiner, like
almost everyone else, interpreted the patent narrowly in 1983 as claiming
only in-store kiosks and vending machines, not e-commerce, then that
prior art would not have seemed relevant. Thus, patent quality depends on
well-defined patent notice, which involves much more than simply im-
proving the examiners’ access to prior art.

Finally, improving patent notice will be challenging because it cannot be
achieved merely by a few court decisions or statutory changes; rather, it re-
quires changing institutions. As we discussed above, the institutions of the
patent system fail to perform basic functions required for notice—functions
other property systems perform smoothly. Indeed, the institutions of the
patent system actually seem to have contributed to the deterioration of
notice over the last two decades.

In particular, the structure of the courts—specifically, the designation of
a single court for patent appeals—appears to have undermined notice in at
least two ways. First, a specialized court is more likely than a typical appel-
late court to take actions to expand its influence. This seems to have been
the case with the changes in the interpretation of patent claims. The Federal
Circuit downgraded the role of the Patent Office and the district courts in
claim interpretation while increasing its own. We will show that this shift
has decreased the predictability of patent boundaries. The Federal Circuit
has also increased its influence by expanding the range of patentable subject
matter to include software, business methods, early-stage inventions, and
more.'8 Increased patenting of these new technologies might have created
problems because of a second institutional shortcoming: a single appellate
court might not be well suited for developing new law. Because power is
concentrated in the Federal Circuit, patent law misses the benefits of the in-
tercircuit competition that exists in most other areas of federal law.

We thus think it likely that effective reform will require structural
changes, including, possibly, multiple appellate courts, specialized district
courts, and greater deference to fact-finders. What other changes might im-
prove patent notice? In chapter 11 we consider many reforms, most of which
have also been advanced by others who have preceded us. These include:

» Make patent claims transparent. We recommend changes in the way
patent claims are defined, published, recorded in the application
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process, and used for subsequent determinations so that innovators
have clear, accessible, and predictable information on patent bound-
aries. This includes strong limits on patent “continuations,” a proce-
dure used to keep patent claims hidden from the public for extended
periods. We also consider a new role for the Patent Office where, for
a fee, innovators can obtain opinion letters on whether their technol-
ogy infringes a patent.

* Make claims clear and unambiguous by enforcing strong limits against
vague or overly abstract claims. This includes a robust “indefiniteness”
standard that invalidates patent claims that can be plausibly inter-
preted in multiple, fundamentally different ways. Also, we recom-
mend reforms to limit overly abstract patents in software and other
technologies. At the very least, patent law should prevent software
patents from claiming technologies far beyond what was actually dis-
closed as the patented invention. If this proves inadequate, then we
suggest subject-matter tests to limit the range of software inventions
that can be patented, tests similar to those used during the 1970s and
1980s.

* Make patent search feasible by reducing the flood of patents. This in-
cludes a strong requirement that patents should not be granted on
obvious inventions, coupled with substantially higher renewal fees.
Ideally, patent renewal fees should be set by a quasi-independent
agency and should be based on empirical economic research. These
reforms will help stem the patent flood by screening out unwarranted
patents and discouraging renewal of low-value patents. Reducing the
number of such patents should help notice by reducing the cost of
clearance search.

* Besides improving notice, we also favor reforms to mitigate the harm
caused by poor notice. These include an exemption from penalties
when the infringing technology was independently invented, as well
as changes in patent remedies that might discourage opportunistic
lawsuits.

In presenting these policy suggestions, we admit that we cannot know
with any certainty what it will take to substantially improve patent notice.
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These policy reforms move us in the direction of an effective patent sys-
tem, but we cannot as yet tell whether they are sufficient to get us there.

Some have argued strongly that our policy prescriptions will not suffice.
Economists Boldrin and Levine (2007) argue that the patent system does
not work at all and should be abolished. We doubt that such an extreme
move is warranted. Our evidence suggests that the patent system does pro-
vide positive innovation incentives for small inventors, and, on a larger
scale, for chemical and pharmaceutical inventions. It seems likely that
reform can improve notice and overall patent performance in some areas,
especially since the patent system did provide positive innovation incen-
tives as recently as the 1980s.1°

On the other hand, we are troubled by the expansionist view of the
courts that “everything under the sun made by man” should be patentable,
including software, business methods, and even mental correlations. Tan-
gible property systems are not so expansive. They restrict property to assets
that can be clearly defined with unambiguous boundaries. A landowner
receives no rights to untapped oil flowing beneath her land, or to migra-
tory ducks that set down on it, or to the airplanes that fly over it. Similarly,
we doubt that all types of inventive ideas can have clear boundaries, and
our empirical evidence shows that many software and business-method
patents fail to provide efficient notice. We are quite sure that the patent
system needs to recognize the limits to its grasp, even if we are not sure of
the best way to implement those limits.

Perhaps many of these reforms are not politically feasible today. Perhaps
the political will to thoroughly fix patent notice does not yet exist. The
patent bar has long dominated patent policymaking, and its interests—at
least in the short run—do not always coincide with improved notice.

Yet there is some reason to think that this impasse is temporary and
that some of the patent bar’s opposition to improved notice will prove
to be shortsighted. Our estimates suggest that the litigation burden im-
posed by patents is growing, and the performance of the patent system
will continue to deteriorate. Moreover, the trends suggest that the dete-
rioration might be particularly bad for software patents and other
patents used in information technology (IT) industries—not only is the
rate of litigation per software patent rising, but the share of software
patents out of total patents continues to grow rapidly. It is no accident
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that computer, semiconductor, software, Internet, and finance compa-
nies have begun to lobby for patent reform.

If this prognosis is correct, then the political landscape will continue to
change. In the end, the survival of the patent system will require major im-
provements in the notice function. Despite all the rhetoric calling for
“protection of inventors’ property,” today’s patents fail as property, and to-
morrow’s might yet do even worse. Too often, such rhetoric is used to jus-
tify policies that actually undermine the property nature of patents. We
hope our message and our empirical evidence succeeds in distinguishing
actual patent performance from rhetoric. But in the long run, the pres-
sures of market competition will determine the fate of the patent system
based on its performance. If patents fail to work as property, over time
they will make the United States economically less competitive, and in-
dustry will demand change.

Note to the reader: We wrote this book for a non-specialist audience, how-
ever, in several chapters we added sidebars on some advanced topics that
might interest economists or lawyers. The main text can be understood
without reading these.



2 Why Property Rights Work, How Property
Rights Fail

ARE PATENTS PROPERTY?

Most people understand patents to be a type of property. The notion that
inventors should reap the benefit from their inventions has great intuitive
appeal. There is a complementary sense of outrage when the interests of
inventors are trampled, especially when the villains are big corporations.
Many scholars share these sentiments.! Economists routinely treat patents
as property rights. Even most lawyers who do not specialize in intellectual
property readily accept the characterization of patents as property. It is cu-
rious, then, that scholars in intellectual property law are not completely
comfortable applying the property label to patents.

Scholars critical of the recent expansion of intellectual property rights
place part of the blame for the expansion on the rhetoric of property. They
note that patents and copyrights have existed from the founding of the
United States but the label “intellectual property” has become popular just
in the last twenty years (Lemley 2005a).? The critics contend that invoking
the “property” label has aided the expansion of patent rights because judges
mimic real property rights too closely when crafting patent or copyright
rights.?
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Today there is a vigorous debate among intellectual property law schol-
ars between those who generally approve of the propertization of intellec-
tual property law, and those who do not. For example, Mark Lemley
claims that “the economics of intellectual property law should focus on
the economic characteristics of intellectual property rights, not on inappo-
site economic analysis borrowed from the very different case of land”
(Lemley 2005a). In contrast, William Landes and Richard Posner claim
that “there is a danger of losing sight of the continuity between rights
in physical and intellectual property and thus the utility of using what
economics has learned about the former to assist analysis of the latter”
(Landes and Posner 2003).

Like Landes and Posner, we contend that the economics of property has
valuable lessons for the economics of patents, but there is a danger of over-
stating the continuity between physical property rights and patents. We
think much can be learned about the relatively poor performance of the
patent system by understanding the sources of discontinuity between
physical property and patents. We start by comparing the main features of
property and patent law.

Use and Exclusion

The rights to use and exclude use by others are the hallmarks of tangible
property under the law. An owner has the right to wear his shirt and live
on his land. He also has the right to exclude others from use of his shirt
and his land. Thus, property law gives an owner rights against strangers. In
contrast, contract law creates rights only between parties who assent to be
bound by the law. Patents are like property in that they create rights to
exclude use by others, including strangers.

Patent law departs from tangible property law by granting only the neg-
ative right to exclude use by others and not the affirmative right to use an
invention. This distinction matters when someone invents a patentable
improvement or a new use of a currently patented invention. The second
inventor can get a patent on her invention but the patent is subservient to
the patent on the earlier invention. In other words, the second inventor
cannot lawfully use her invention unless she gets permission from the

owner of the patent on the first invention.*
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Patents share another crucial feature with tangible property: liability
does not depend on a defendant’s knowledge or intent. A trespasser is still
liable regardless of whether she was mistaken about a property line or took
care to avoid trespass. Similarly, a technology-adopter is still liable for
patent infringement regardless of whether she independently invented, or
made a good-faith effort to avoid intruding on someone’s patent rights.

Neither tangible nor patent property rights offer absolute rights of ex-
clusion and under some circumstances these rights are curtailed.

Division and Transfer

Property rights are the cornerstone of a market economy. Property law
supports exchange by allowing property owners to divide and transfer
their rights. Patent law follows tangible property law in this regard; in fact,
patent law arguably goes further to promote exchange than tangible prop-
erty law.

Owners of tangible property can sell, divide and sell a portion, or rent
their property. Thus, Hertz Corporation owns a fleet of cars that it rents
for a period of time and then sells. Similarly, patent owners can sell, divide
and sell a portion, or rent their patent rights. In patent law jargon, a sale is
called an “assignment,” and a rental is called a “license.”

The rental-to-licensing parallel is not exact because the inexhaustible
quality of information means that a patent owner can license multiple
users without degrading the use value of the information; this is not possi-
ble with rental cars. Sales and rental contracts might contain conditions
that restrict permissible use of the tangible property. For example, a car
rental agreement prohibits the renter from using the car recklessly, and
typically sets payment terms that influence the distance driven and lo-
cations visited. Patent assignments and licenses might contain similar re-
strictions on permissible use of the patented invention. For example, a
patent license might impose geographic, quantity, field-of-use, and even
pricing restrictions on the licensee. Patent law is more generous to an
owner than tangible property law in the sense that antitrust regulation
of contract terms is relaxed in the context of patent licenses. Therefore,
actions that a patent owner takes that might inhibit competition are more
likely to survive antitrust scrutiny when they are linked to a contract
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involving a patented invention than to a contract involving unpatented

tangible property.

Scope and Duration of Rights

Patents and tangible property display significant differences in terms of
duration and scope. The property right in land is perpetual—personal
property rights last as long as the property—but in the United States the
patent right is generally limited to twenty years. The scope of tangible
property is relatively easy to define in terms of physical attributes. For
example, the scope of land rights is defined by a boundary traced on the
earth. Defining the scope of patent rights is extremely difficult, because it
is hard to draw a boundary around an idea. In chapter 3 we will explain
the difficult and uncertain process used by courts to construe the claim
language in a patent and determine the scope of a patent.

Acquisition and Ownership

The rules of acquisition and ownership for patents and tangible property
exhibit some important differences, and the practical significance of ac-
quisition rules is dramatically greater in patent law than it is for tangible
property. Both tangible property and patents can be acquired through a
properly conducted sale or assignment by a previous owner. Legal disputes
usually focus on the integrity of the chain of title. Tangible property and
patents can also be newly acquired from “the state of nature.” Newly man-
ufactured personal property is owned by its maker. Other new personal
property that is captured, harvested, or extracted from the public domain
usually belongs to the person who first took possession of the item.

The rules governing acquisition of patent rights are complex, but gen-
erally the first inventor is entitled to a patent, and subsequent inventors of
the same invention receive no rights. Patent law contains a significant lim-
itation on acquisition missing from the law of tangible property—not all
inventions are patentable. A government agency, the Patent and Trade-
mark Office (PTO) must examine patent applications and will grant a
patent only if an invention is new, useful, non-obvious, and falls into one
of the appropriate subject-matter categories. Furthermore, an inventor can



Why Property Rights Work, and Fail ~ 33

spoil his right to a patent by choosing to exploit his invention as a trade se-
cret, in which case the next inventor might be able to patent the invention.

Remedies

The final major feature of property is the generous set of remedies available
to an owner whose property rights have been violated. Most notably, courts
are quite willing to award injunctive relief and disgorge the defendant’s
profits arising from the violation.® In contrast, in contract law injunctions
are rare, and the usual damage measure awards the plaintiff his expected
payoff, and usually will not force disgorgement of the defendant’s profit.
Patent law also favors injunctive relief, but is not so generous with damages,
and comes closer to the approach of contract law to damages.”

In summary, patents do appear to share many of the key features of tangi-
ble property. A patent owner can exclude others from using his invention.
Patent infringement claims are effective against strangers, even if they are
innocent—indeed, even if they have independently invented the patented
technology. Infringement lawsuits are backed by the threat of injunction.?
In addition, patent law has rules of acquisition, ownership, division, and
transfer that are patterned after the comparable rules from tangible prop-
erty law.

There are some notable differences between patents and tangible prop-
erty, which we have touched upon above. Patent law offers weaker rights
than property law along four dimensions. First, patents in the United
States are limited to twenty years. Second, there is no affirmative right to
use a patented invention. Third, patent law only extends to inventions
that are new, useful, non-obvious, and of the proper subject matter.
Fourth, patent damages do not include a defendant’s profit.

Patent law offers stronger rights than property law along two dimen-
sions. First, patent owners have more freedom in their design of contracts
because of a limited antitrust immunity. Second, patent law supports a va-
riety of indirect forms of liability that allow the patent owner to bring suit
against parties above and below the direct infringer in the value chain.
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Specifically, a patentee can sue an input supplier who contributes to in-
ducing a customer to infringe a patent. Also, a patentee can sue anyone
who buys or uses a patented product that was made by an infringing man-
ufacturer. Indirect theories of liability are neither so well developed nor so
important in tangible property law.

These doctrinal discrepancies are interesting, but, as we shall see, the
truly significant differences between patents and tangible property are not
linked to differences in doctrine, but rather to differences in application.
The intangible nature of invention makes innocent infringement much
more likely in the world of patents than in the world of tangible property.
If two people grab the same black umbrella, they will immediately recog-
nize the conflict and normally they will resolve it amicably. But two peo-
ple can independently invent the same technology and not become aware
of the conflict for a period of years. This problem is exacerbated because
certain operational features of the patent system make patent rights much
less clear than tangible property rights and certain critical institutions are
dysfunctional or virtually non-existent. But this is getting ahead of our
story . . . To understand the economic significance of these differences, we
must first explore the ways that the main features of property can generate
substantial economic benefits.

BEeNEFITS OF PROPERTY RIGHTS

Investment Incentives

Investment incentives are an easily recognized benefit provided by private
property rights. Secure ownership of property assures an owner that he
will appropriate a significant share of the return on his investment. For ex-
ample, a farmer would be discouraged from cultivating crops on his land if
his neighbors were free to harvest and consume his crops. If he can exclude
others from the harvest, he can capture the market value of the crop, bol-
stering his investment incentive. Private property rights mean that the
farmer’s crop is secure from expropriation by other private parties and,
under normal circumstances, secure from government expropriation, as
well. It also means that the farmer gets the full value he can realize from
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consuming or selling his crop. Under other property regimes, such as feu-
dalism and collective ownership, investment incentives are dampened be-
cause the farmer cannot be sure he will capture much of the return from
his investment.

Several of the features of property law identified above contribute to se-
curing these returns on investment. Obviously, the right to exclude others,
backed by strong remedies like a quick and effective injunction, enhances
the security of a property owner. Less obviously, clear boundaries for prop-
erty rights minimize wasteful disputes and, to return to the example of the
farmer, reduce any uncertainty concerning his claims to the crop. And the
rules of acquisition ensure that the crop is owned by the farmer who
planted it on his land. This sensible policy assigns the rights to the crop to
the party best positioned to make socially desirable investment decisions.

Generally, efficient acquisition rules vest ownership in a party who has
some degree of control over goods acquired from nature. Clear acquisition
rules based on control and other indicators of possession mitigate harm
caused by premature or redundant investment by parties who are compet-
ing to acquire property rights. Clear acquisition rules also limit disputes
and opportunistic behavior that might arise from granting rights to parties
who are not able to make the investments needed to develop property ex-
tracted from nature. The copper-mine war in Butte, Montana, mentioned
in passing above and discussed later in this chapter, provides a dramatic il-
lustration of the costs of inefficient acquisition rules.

Transfer to Higher-Value Users

The second benefit of private property is so intuitive and fundamental
that it sometimes goes unnoticed by non-economists: private property
rights promote exchange. Private property regimes allow owners to alien-
ate or sell their property. The market economy facilitates efficient trade
and reallocation of property from a seller with a lower value to a buyer
with a higher value from use of the property.

Property law also encourages transactions, and complements contract
law in less visible ways. Property rights can be divided and transfers can be
made contingent. Lawyers think of property as a bundle of rights; they
often unpack these rights and design complicated transfers involving a
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subset of the rights in the package. The use of property as collateral to
secure a loan is an example with particular relevance to patents and inno-
vation. Such complex transactions are much more difficult in regimes
without private property.

In another vein, property rights encourage information-disclosure dur-
ing contract negotiations. To see why, suppose Alan has gold nuggets in a
stream on his land. Suppose it would be efficient for him to sell the land
and let someone else extract the gold. Given insecure property rights, Alan
would be reluctant to disclose his private information to Bonnie, a poten-
tial buyer. If the negotiations broke down, Bonnie might try to steal the
nuggets or sell the information to a third party. Secure property rights
make it profitable for Alan to disclose the information, and this disclosure
promotes efficient transfer (Merges 2005).

Financial Markets

Economic historians and growth economists tend to define private prop-
erty broadly enough to include partnerships and corporations. These orga-
nizational forms enable private shared ownership of firms. Economists
suggest that partnership and corporation law play an important role in
promoting financial markets and economic growth. (Rosenberg 2003)
The availability of these organizational forms relaxes liquidity constraints
and risk-bearing costs on new ventures and encourages entrepreneurship.
Relatedly, mortgage and similar laws increase the liquidity of financial
markets by drawing wealth from real property owners—wealth that re-
mains locked up in less-developed economies. The rule of law plays a crit-
ical role in assuring passive investors that their ownership rights will be
respected by those in control of a business.

Alternatives to Private Property

Private property is not absolutely necessary to achieve the social benefits de-
scribed above. There are other ways that, say, a farmer can secure a full mar-
ket return on his investment. He might use private protective measures like
guards and fences to protect his crop. Perhaps social norms could also pro-
vide a secure environment for investment without property rights. For
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example, miners’ protective leagues formed in western U.S. mining commu-
nities that lacked effective law enforcement in the early days of the gold and
silver rushes. The protective leagues effectively used force and promoted so-
cial norms to protect the mineral rights of miners. In a contemporary exam-
ple, Robert Ellickson (1991) studied Shasta County, California, during the
1970s and found that social norms largely displaced property law as the tool
regulating stray livestock. When stray livestock caused property damage, the
ranchers in the community relied on local norms to fix liability and enforce
compliance. Ellickson found this homegrown regulatory regime systemati-
cally departed from the liability rules of California property law. Thus, the
ranchers effectively opted out of property law for these disputes.’

Beyond investment incentives, formal property rights are not a necessary
predicate to flourishing exchange. There is evidence of exchange between
tribes of hunter gatherers going back thousands of years before agricultural
civilization (Seabright 2004 ). Such exchange was likely facilitated by social
norms of reciprocity and by private sanctions. Even today, criminals engage
in many forms of commerce without the benefit of state-sanctioned prop-
erty rights using private enforcement to secure transactions.

So the economic advantage of private property must be measured rela-
tive to these alternatives. An interesting question is whether an effectively
implemented private property system significantly increases social benefits
compared to a system that relies solely on the combination of private
policing and social norms to protect property. There are two reasons to
think the answer must be yes. First, public enforcement is often more effi-
cient. There are fixed costs and economies of scale in setting up a police
force. It is generally more efficient to provide a single police force for an
entire county than for each property owner to set up his own force or pur-
chase protection from private security forces.

Second, public enforcement can reinforce social norms. Well-imple-
mented property rights are self-policing. Because the boundaries are clear,
perceived as fair, and the remedies are swift and strong, tangible property
rights are almost always respected without requiring expenditure on pro-
tective measures or enforcement. Only rarely do farmers call on law en-
forcement to stop neighbors from stealing their crop.

Property rights can be inexpensively enforced because they combine the
threat of government force with social norms that support respect for
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property rights. On the other hand, social norms, enforced only with less
effective private sanctions, can break down, leading to “tragedies of the
commons.” For example, norms limiting catches in certain New England
fisheries broke down and a commonly managed resource was overfished to
the point of near-extinction for several species (Woodard 2004). Despite
the occasional instance where commons are effectively managed (Ostrom
1991), well-implemented property rights provide important incentives for
investment in many cases.

Way Dokes PROPERTY SOMETIMES Farr?

The economic benefits we have outlined above make property rights supe-
rior to a system relying solely on private enforcement and social norms.
But clearly, the ability of any property system—either for inventions or for
other sorts of property—to deliver these benefits depends on the details of
the statutes, case law, regulations, and supporting social institutions. Fach
of the benefits depends on fast, efficient enforcement buttressed by social
norms. If the property system fails to provide these things efficiently, then
property can fail on its own terms.

This section considers some of the ways property systems have failed
and some of the ways they are designed to avoid failure.

Uncertain Rights, Unreliable Enforcement

The transition from planned to market economies in Eastern Europe and
the former Soviet republics created a set of natural experiments that econo-
mists have studied to gain a better understanding of the relationship be-
tween property law and the performance of market economies. Corruption
and cronyism can make enforcement more costly or arbitrary and, at the
same time, undermine social support for property rights. This, in turn, un-
dermines the self-policing of property, requiring more costly overt enforce-
ment. Johnson, McMillan, and Woodruff (2002) used surveys to obtain
firm-level evidence of the role of property rights in spurring investment by
small manufacturing companies in Poland, Russia, Slovakia, Romania, and
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Ukraine. They find that firms with the “least secure property rights invest
40 percent less of their profits than those with the most secure property
rights.” Chapter 4 reviews other empirical evidence confirming the link
between property rights and economic growth in formerly communist
countries.

Economic historians reach similar conclusions in their studies of Amer-
ican economic history.!® For example, the transition from Mexican to
U.S. rule in California in the 1850s and 1860s disrupted property rights
in agricultural land, and provided an important natural experiment for
testing the investment incentives of secure property rights. Land rights
were uncertain because the effectiveness and impartiality of the courts was
unclear, and because the status of land titles previously granted by Spain
and Mexico was clouded. Clay (2006) explains that the legal uncertainty
was aggravated because of “widespread squatting on agricultural land held
by the owners of Spanish and Mexican land grants.” She gathered data on
grain production in California farms and found insecure property rights
adversely affected agricultural productivity. Also, the ambiguous status of
property claims apparently undermined the social norms supporting those
claims, leading to lawlessness and violence.

Severe uncertainty about ownership, the scope of rights, and the effec-
tiveness of the courts causes significant deterioration in the performance
of property. Mature property systems are resilient, however, and can per-
form quite well in the face of more moderate uncertainty. Landowners are
generally free to use their land as they please, but there are restrictions on
land use that adversely affects neighbors. The stringency of these restric-
tions under nuisance law is determined on a case-by-case basis. This cre-
ates some uncertainty about acceptable uses, but this sort of uncertainty
does not seem to create much of an impediment to efficient investment
and land use, because neighboring parties can find each other and usually
negotiate a mutually beneficial agreement.

Informational Costs and Clearance Problems

A regime of private property imposes informational costs on putative
property owners, the government, and third parties who wish to avoid in-
fringing on the property rights of others. There are public and private
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costs of maintaining accurate information in registries. Property owners
take steps to identify their property: surveying and fencing land, branding
livestock, and fixing serial numbers on personal property, among others.
Third parties bear the costs of identifying property rights and obtaining
permission to use private property. Occasionally, ownership or use rights
are disputed and parties litigate to clarify property rights.

De Soto (2000) argues that property rights often fail in developing
economies because the administrative costs of recording a property trans-
action are ridiculously high. He notes, for example, that getting a title to a
home in Peru takes 207 administrative steps. Red tape invites corruption
and makes it harder to buy and sell property or to use it as collateral for
a loan.

Effective property law takes steps to minimize these costs. It reduces the
informational burden on the courts and litigating parties by favoring in-
junctive remedies. Damage remedies require expensive property valuations
that can be avoided by reliance on injunctive relief (Smith 2004).!! Prop-
erty law mitigates informational costs to third parties by making property
rights easily recognizable and facilitating the clearance of rights by third
parties who would like to use another’s property.

Recording statutes and standardization of the forms of property help
diminish informational costs to third parties. Property law is more formal
than contract law; it imposes restrictions on the forms of property and the
ways that property rights can be created. In contrast, contract law allows
contracting parties to craft most any sort of agreement that complies with
other relevant laws. Arguably, these constraints reduce the burden on
strangers to a property who must be able to recognize a property right and
discern its boundaries.'? They might also reduce the informational burden
on those who wish to contract with a property owner (Hansmann and
Kraakman 2002). Henry Smith argues that recording and standardization
are complementary: standardization makes the search of the chain of title
easier and more reliable (Smith 2003). He notes that land title specialists
have emerged who efficiently inform third parties about the contours of
potentially relevant property rights.

Fragmentation of property rights creates a different barrier to clearance
that can arise even when property rights are relatively clear. In certain cir-
cumstances, socially valuable economic activity requires the use of the
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property of a large number of different owners. For example, when an air-
craft travels any significant distance, it passes over many parcels of land. It
would be difficult for the aircraft operator to get permission from every
landowner in a flight path. Fortunately, the traditional rule which gives a
landowner rights to all the space above his land was modified to allow air-
craft to fly over land without permission from the landowners. Similarly,
property rights are limited by the possibility that the state will use its
power of eminent domain to create a corridor of land (a right-of-way) that
can be used for transportation or a public utility.

Property law also takes certain steps to avoid a proliferation of property
rights that are apt to generate high clearance costs. Generally, property law
encourages people to divide, transfer, and recombine property interests to
suit their preferences. Sometimes the process of division goes too far, and
it becomes difficult to transfer and recombine property rights efficiently.
Heller (1998) popularized the term “anti-commons” to describe high
levels of fragmentation that frustrate both transfer and use of property.
Use is discouraged when set up costs for uses are high compared to the
value of the property; investment might be further discouraged if the fruits
of investment spill over to the owners of neighboring fragments. Transfer
is discouraged by transaction costs and hold-out problems.!?

Heller illustrated the tragedy of the anti-commons by pointing to
Moscow storefronts during the transition away from central planning. He
noted that storefronts stood empty in the Moscow winter even though re-
tail trade flourished in kiosks on the streets in front of those stores. He ex-
plained that store leases were too costly because the ownership of any one
store was fragmented. A retailer needed to arrange a lease with too many
distinct property owners. The resulting transaction costs made such leases
uneconomical.'® In other situations, fragmented rights might not com-
pletely deter investment, but instead simply provide disincentives. When
rights are highly fragmented, people might invest without conducting thor-
ough clearance of rights because that is simply too expensive. In this case
their incentive to invest is reduced because of the risk of wasteful disputes.

Property law discourages harmful fragmentation through various rules.
Heller (1999) discusses several of these rules, including primogeniture,
limits on future interests, property taxes and registration requirements,
and zoning and subdivision restrictions. When land was the main source
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of wealth, landowners devised complicated schemes for distributing their
land to their heirs. Besides dividing the land geographically, they often di-
vided ownership rights over time and included contingencies linked to
births and deaths of potential heirs. Primogeniture was a feudal rule that
restricted inheritances of land to the oldest son. The rule was intended to
preserve the feudal order but it also had the effect of preserving large es-
tates. The common law of both England and the United States abandoned
primogeniture but developed other, more subtle doctrines to regulate tem-
poral fragmentation and weaken the grip of the “dead hand of the past” on
transactions by the living. Property taxes and registration fees obviously
discourage fragmentation when the fixed minimum taxes or fees are large
relative to the value of the property. The registration fees imposed under
the federal mining law forced the abandonment of stale mining claims
prevalent on federal lands. Finally, minimum lot size and setback require-
ments prevent the land in residential neighborhoods from fragmenting
too much.

Newly Acquired Property Rights

Devising efficient property rights is particularly difficult in the context of
newly acquired rights—a constant challenge for patent law. New property
rights should be clearly defined to provide adequate notice to strangers
who might be affected by the rights and who might want to contract for
permission to use newly created property. Also, the law should strive to
minimize social losses that might accrue as parties compete to acquire new
property rights.

To a great extent, property law addresses the notice problem by relying
on possession to govern allocation of new rights. The law often adopts
nonlegal intuitions about physical control over an asset as the key sign of
ownership. Simple possession rules make it easier for third parties to rec-
ognize the existence and scope of a property right. In the classic case, Pier-
son v. Post, a court was called on to award ownership of a fox to one of two
hunters. Post was in hot pursuit of the fox with a pack of hounds. Pierson
stepped in, killed, and took possession of the fox knowing Post was in hot
pursuit. The court favored Pierson, perhaps because his possession of the
fox left no doubt about when the property right was established and who
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the owner was. Critics of this outcome would have preferred an award to
Post because it would have provided better incentives for parties to invest
in hunting (and generally, the creation of a new property right). This in-
teresting and difficult tradeoff will command much of our attention when
we discuss the acquisition of patent rights in chapter 3.

We here pursue analogous problems that arise during the acquisition of
new mineral rights. We will look back to mining and the mining law in
America during the second half of the nineteenth century. We find that ac-
quisition rules are difficult to calibrate; they sometimes cause social loss
from excessive and duplicative mineral prospecting, and sometimes by
chilling investment incentives.!> Furthermore, vague rules of acquisition
create notice problems and might result in disputes and litigation over
neighboring mineral claims, which ultimately might lead to inefficient ex-
traction of the minerals.!®

We examine three different kinds of natural-resource extraction that
yielded different kinds and frequencies of disputes because of differential
information and enforcement costs. First, the California gold rush was
dominated by placer claims, in which deposits were largely found on the
surface in a fixed location (Libecap 1989; Lueck 1995). The mining camps
set rules defining relatively small and clearly defined claims. Disputes were
not too severe even though the mining camps were initially outside the
reach of the law.

Second, a different set of rules emerged for oil and gas rights because
these natural resources are migratory; that is, each well in a field draws
from the same reserve that can flow from one location to another. Here it
was impossible to enforce rights based on surface claims. Property rights
granted to the underlying reserve based on surface claims could not be
efficiently delineated and enforced. Instead, property rights were tailored
to cover only the oil and gas drawn from the ground (so-called rules of
capture) rather than the underlying reserve. This rule of capture creates
a tragedy of the commons, and owners have an incentive to extract the
mineral too rapidly, leading to losses from evaporation and fire and to
inefficient extraction. To combat this problem, states developed regula-
tions to limit the number of wells and to encourage “unitization” of the re-
serve where owners of surface claims shared jointly in the profits from the
entire field.
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Claims to veins of minerals create the third, hybrid case, where surface
claims can not entirely avoid costly disputes and the tragedy of the com-
mons might occur, even when miners hold fairly broad rights. A remark-
able example is the so-called War of the Copper Kings in Butte, Montana
(Glasscock 1935). The mountain standing outside of Butte was once
known as the Richest Hill on Earth. It was mined for gold, silver, and,
most notably, copper. The early miners at Butte exhausted the relatively
small supplies of gold and silver in the 1860s and 1870s. At that point
four large mining interests began to buy old claims in a search for copper
ore. By the mid-1880s it was becoming clear that the mountain was laced
with a rich tangle of copper veins that penetrated deep into the mountain.
It was very difficult to trace the copper veins to the surface of the moun-
tain. As a result, it did not become clear until about twenty years later who
owned what copper.

Glasscock explains the source of uncertainty:

The federal mining laws . . . protect[ed] the prospector who first lo-
cated an outcropping mineral vein. Such surface indication of valuable
ore was known as the apex of the vein. The owner was guaranteed the
right to follow that vein downward, even when it led under the hold-
ings of claims located behind it. That would have been fine if veins
were always continuous from the surface down, but too frequently
they are not. They are broken or faulted, cut off here and elsewhere by
worthless rock. If a vein leading down from the surface is lost near the
vertical side wall of a claim, and a similar vein of identical ore is found
below it or to one side in the adjoining claim, who is to decide
whether the second discovery is a geological continuation of the first?
Who but the courts, basing decision on the expert testimony of geol-
ogists and engineers?

The interlaced veins meant that different mining companies often dug
tunnels beneath or beside the tunnels of their rivals. Occasionally, miners
would break through into a neighboring tunnel. Sales (1964) reports that
gun fights and chemical warfare occurred in the mines. Sales and Glasscock
both suggest malicious blasting by one mining company injured miners in
other mines. Glasscock reports that one company would develop its claims
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so that the water in its mines would drain into rivals’ mines. And both writ-
ers relate that the mining companies would use inefficient extraction meth-
ods in their race to mine a contested vein before their rival was able to.
Legal control over these socially harmful tactics was difficult to achieve be-
cause ownership was unclear and litigation was protracted and costly.!”

These varied natural-resource examples show that the effectiveness of
property rights is sensitive to the details of implementation. The benefits
of private property derive from the promise of efficient, non-arbitrary en-
forcement. The details of the rules of acquisition and the determinants of
the scope of the rights affect this efficiency. Poorly designed rules of acqui-
sition, ownership, and scope can cause property to fail. In chapter 3 we
look at how the rules determining patent scope and acquisition fare.

These failures are failures of property rights on their own terms—that
is, property rights failing to deliver on their promise of efficient enforce-
ment to make investment and trade secure. In chapter 4, we examine em-
pirical evidence on the performance of the patent system. We show that
patents do not fare well as property, and we identify some likely reasons
for the failure. The analysis in this chapter provides us with the appropri-
ate yardstick with which to measure the performance of patents. If patents
work efficiently as a form of property, they will provide net incentives to
invest and trade. But if the patent system is not well implemented, then
excessive disputes will arise, imposing large costs relative to the benefits.
We can evaluate the performance of the patent system as a property system
by estimating these private benefits and costs.



3 |IfYou Can’t Tell the Boundaries,
Then It Ain’t Property

INTRODUCTION

A successful property system establishes clear, easily determined rights.
Clarity promotes efficiency because “strangers” to a property can avoid tres-
pass and other violations of property rights, and, when desirable, negotiate
permission to use the property. The concepts in the last sentence are critical
to understanding the performance of the patent system. As we shall see, in-
creasingly, patents fail to provide clear notice of the scope of patent rights.
Thus, innovators find it increasingly difficult to determine whether a tech-
nology will infringe upon anyone’s patents, giving rise to inadvertent in-
fringement. Similarly, they find it increasingly costly to find and negotiate
the necessary patent licenses in advance of their technology development
and adoption decisions. Thus, clearance procedures that work well for tan-
gible property are undercut by a profusion of fuzzy patent rights.

An ideal patent system features rights that are defined as clearly as the
fence around a piece of land. Realistically, no patent system could achieve
such precision, but our current system appears to be critically deficient in
this regard. The comparison to tangible property is informative. In the last
chapter, we suggested that patent law shares many doctrinal features with
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the law of tangible property, but that the application of these doctrines
might be substantially different.

This chapter compares in detail the law and institutions that promote
patent notice with the corresponding law and institutions that provide no-
tice for tangible property. The patent system fares badly in this comparison;
certain institutions that contribute to clear notice are pitifully underdevel-
oped. It is hardly surprising, then, that patents, unlike tangible property,
have a significant problem with inadvertent infringement. Moreover, we
find some evidence that notice problems have been getting worse.

Bap Fences MAKE BAD PATENTS

Two Kinds of Inadvertent Infringement

We begin by looking in detail at inadvertent infringement, notice, and
clearance. Inadvertent patent infringement often arises either when a firm
independently invents a technology that was previously patented, or when
a firm attempts to design non-infringing technology that competes with a
patented technology. Disputes arise in some cases because alleged in-
fringers are not aware of the earlier invention and the purported patent
rights. Other disputes arise because the set of potentially relevant patents
is large, the scope of the claims is vague, and many of the claims might be
invalid. Under these conditions, designing around patents is difficult and
clearing the rights can be prohibitively expensive.

The recently decided case involving the BlackBerry personal digital as-
sistant illustrates the first type of inadvertent infringement. RIM, maker of
the BlackBerry, was ensnared in a long-running patent infringement law-
suit with a company called NTP.! NTP co-founder Thomas Campana Jr.
tried and failed to commercialize wireless e-mail but he did acquire several
patents relating to the technology. Mike Lazaridis, the founder of RIM,
independently invented similar technology, which he patented, and
turned into the BlackBerry without getting permission to use Campana’s
patents. After five years of litigation, and facing the threat of injunction,

RIM settled with NTP and agreed to pay $612.5 million.
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The momentous dispute between Kodak and Polaroid nicely illustrates
the second type of inadvertent infringement.? Kodak was the dominant
firm in American photography from the earliest days of the industry.
Newcomer Polaroid introduced instant photography in the late 1940s—
with help from Kodak—and for several years they had no significant com-
petition in the U.S. market. Kodak explored instant photography and
even produced an instant film technology that was used on the Lunar Or-
biter in 1966, but they delayed entry into the consumer market until
1976. One factor that slowed KodaK’s entry was the great care they took to
invent around Polaroid’s patents. Kodak started research in 1969 on an
instant photography product that would compete with Polaroid’s in the
consumer market. From the beginning they consulted with patent lawyers
to make sure they steered clear of Polaroid patents. Kodak believed its
technology was very different from Polaroid’s. Kodak’s former senior vice
president and general counsel Cecil Quillen Jr. stated: “The Kodak chem-
istry worked exactly backward from the Polaroid chemistry.” Nevertheless,
Kodak eventually lost the patent suit that Polaroid filed one week after
Kodak entered the market. They paid Polaroid about $900 million and
subsequently exited the instant photography market.

Patent Clearance

Of course, RIM and Kodak could have avoided these problems if they had
licensed the patented technology up front (assuming, that is, that the
other parties had been willing to license)—they could have cleared the
rights in advance. This sort of thing happens routinely with tangible prop-
erty and even with other intellectual property, such as copyrights.

The world of movie production and copyright clearance provides a
glimpse of what the patent system should aspire to achieve in terms of no-
tice and clearance. Movies often incorporate a variety of pre-existing copy-
righted works. They contain pre-existing sound recordings, new versions of
old songs, special effects video, art work displayed in sets, and dialogue
based on screenplays, and sometimes plots based on plays, novels, even
other movies. A movie producer must be careful to obtain copyright permis-
sion from the owners of the copyrights on these other works. If a producer
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fails to clear the rights, even to a work that plays quite a minor role in the
movie, the owner of the infringed copyright can stop all performance of
the movie.

Experienced Hollywood movie producers manage copyright clearance
without much trouble. The transactions to acquire the necessary rights are
relatively standardized.’ The producer usually gets a license to use pre-
existing art, music, video, and text. Copyrights to copyrighted work cre-
ated during the production of the movie are usually assigned to the movie
producer through contracts signed by the many collaborators who con-
tribute to the movie.

Motion picture producers and technology developers share comparably
complex intellectual property environments. But technology developers
have far more difficulty negotiating clearance contracts and steering clear
of problematic patents. The BlackBerry and instant photography sagas are
two of many examples of sensational failures of patent notice and clear-
ance. Below we try to understand why these failures occurred.

Why didn’t RIM clear patent rights in advance of the BlackBerry intro-
duction the way movie producers clear copyrights in advance of movie
distribution? One reason is that Lazaridis did not build on Campana’s
technology the way a movie screenplay builds, for instance, on the plot of
a novel. Campana and Lazaridis independently invented various aspects of
the technology, likely without knowing their future rival existed.* RIM
first learned about NTP and Campana’s patents in early 2000 when NTP
sent letters to several companies, including RIM, warning them about
NTP’s wireless e-mail patents. This was ten years after RIM started devel-
oping wireless technology, four years after RIM introduced its prototype
of the BlackBerry, and two years after RIM signed contracts with Cana-
dian and American telecommunications companies to supply wireless
e-mail service.

But surely, a sophisticated business like RIM was aware that independ-
ent invention is not a defense allowed in a patent infringement lawsuit.
In fact, an innovator can even get a patent on his technology (as Lazaridis
did), and still be liable for infringement of someone else’s patent. Why
didn’t RIM search for patents that they might infringe upon? After find-
ing such patents, they could have negotiated a license or redesigned their
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technology to avoid infringement. We do not know why RIM did not
find and deal with Campana’s patents at an earlier date, but we can make
an educated guess. If RIM had searched, they would have found many
patents granted to many inventors with uncertain scope and validity that
might apply to various aspects of the BlackBerry.”> Further, RIM would
still have to worry about unpublished applications that might mature into
patents covering their technology. We suspect that often, it is simply bad
business to search for patents and negotiate licenses in advance of tech-
nology adoption. The costs of sorting through a large number of uncer-
tain property rights is larger than the expected cost incurred when any
one patent is asserted against the innovator. We cannot be sure, but we
would not be surprised if RIM’s failure to do a patent search was, at the
time, the best business decision available to the company.

Kodak chose the opposite path, but fared no better. They retained a lead-
ing patent expert named Francis T. Carr to advise them on how to avoid
patent infringement. Carr conducted an exhaustive review of potentially
relevant patents and Kodak carefully developed technology they thought
was outside the domain of Polaroid’s patents.® Nevertheless, Polaroid as-
serted that Kodak had “willfully” (knowingly) infringed upon its patents,
but the trial judge refused to award enhanced damages for willfulness and
concluded: “The uncontroverted facts demonstrate that Kodak consulted
Mr. Carr early and often as it developed its instant integral photography
system.””

Kodak’s patent review was thoroughly integrated with its R&D on con-
sumer instant photography. The review started seven years before a com-
mercial product was introduced. Carr studied more than 250 patents,
many owned by Polaroid and many owned by others. He “rendered 67
written and countless oral opinions on both the film and camera patents.”
In the lawsuit, Polaroid focused on thirty-four claims contained in ten of
their patents. Three of the patents were invalidated. Kodak was held liable
for infringing upon twenty claims in the remaining seven patents.

Carr had advised Kodak that the claims in those seven patents were
either invalid or not infringed upon. “Over the course of three years
Mr. Carr reviewed more than 50 potential imaging chemistries for Kodak.
Eventually, after working closely with Mr. Carr and performing tests he
requested to make certain he understood how the chemistry worked,”
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Kodak chose an imaging technology that was later ruled to be infringing.
Kodak also incorporated design changes to mechanical features of its
camera that Carr thought would keep them clear of Polaroid’s patents.
The trial judge concluded that Carr “discussed the Kodak technology with
Kodak engineers, and gave his considered advice. . . . That advice simply
turned out to be wrong.”

These two examples show that the patent notice function breaks down
for two sorts of reasons. First, a technology investor might not be able to
unambiguously determine the scope and validity of a set of patents, as in
the Kodak example. Second, even if scope and validity could be deter-
mined with reasonable accuracy, it might be too costly to do so. Below we
look at the law and institutions that give rise to both of these situations.

Land versus Technology

The RIM and Kodak cases illustrate how patent notice and patent clear-
ance failure cause expensive patent disputes. Regrettably, such problems
are widespread. One good way to recognize the size of the problem is by
comparing property rights in land to patents.

Real property law gives landowners a clear view of property bound-
aries. Before building a costly structure near the perimeter of one’s land,
a sensible landowner will consult a lawyer and conduct a survey of the
land. Land records, a survey, and a title search give a potential builder
clear notice of where her property ends and her neighbor’s begins. We
rarely hear about lawsuits caused because someone inadvertently built a
structure on, or made some other investment within the boundaries of,
another’s property.®

A prospective land-buyer will take the same steps before buying land.
Normally, any clouds on the title to the land will be cleared before the sale
is completed. The process of examining property rights to land is routinely
provided by a robust market that combines title examination with title in-
surance. In contrast, patent search and clearance is hardly routine. The
process is costly and inconclusive. Typically, the risk of infringement that
remains after a competent patent review is so unpredictable that it is virtu-
ally uninsurable.” Similarly, uncertainty about scope and validity under-
mine the market for patent enforcement insurance.
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Opverall, the legal infrastructure supporting patent law performs poorly
compared to the infrastructure supporting real property law. A few numerical
comparisons lay bare the stark contrast. Title insurance on a $150,000 mort-
gage runs about $450 in lowa, a state with a relatively efficient system.'® The
revenue from these policies is more than adequate for the insurers to cover
their costs of searching and examining the title, defending against future law-
suits, and paying losses that result from lawsuits. Impressively, search and
examination is so effective that insurers nationwide pay only about 5 percent
of premium dollars on claims.!!

Now imagine that an innovative firm purchases insurance against
patent lawsuits that might arise after it adopts a new technology. What
would it cost an insurance company to search and examine patent data-
bases, pay to defend patent lawsuits, and pay for damages (and perhaps
even the costs from an injunction)? We do not have an estimate of the
search and examination costs, but unlike title insurance, the lion’s share of
the cost would probably arise from lawsuits. We estimate in chapter 6 that
the expected cost of defending patent lawsuits is now at least 13 percent
of the cost of R&D investment. This ratio is a lower bound on the cost
of our hypothetical infringement insurance. The cost of search and exam-
ination plus the expected cost of defending title lawsuits is much less. Di-
viding $450 by $150,000 gives a ratio of 0.3 percent, which is less than
one-fortieth of the ratio for patents.

A similar comparison between patents and copyrights would probably
be equally discouraging, but we are not aware of any data on either copy-
right infringement insurance or copyright litigation costs. Two pieces of
information suggest that copyright does far better than patent in provid-
ing notice and facilitating clearance. First, copyright clearance is relatively
standardized in the motion picture, music, and publishing industries. Sec-
ond, copyright infringement insurance is available to protect against risks
created by errors or omissions in the clearance process.!?

The software industry is especially interesting because patent and copy-
right lawsuits are both possible. The IT Compliance Institute notes that
sound IT policy can avoid most copyright infringement and trade-secret
misappropriation, but patent infringement is virtually impossible to avoid;
insurance against copyright infringement is affordable, but patent in-

fringement insurance is prohibitively expensive for most companies.!?
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Differences in Law and Institutions

The costs of insurance and clearance are much lower for tangible property
than for patents. Why? There are sharp differences between patents and
tangible property regarding the law and institutions that promote clear
notice. Consider the following contrasts between patents and land, re-
peated from chapter 1:

* Fuzzgy and unpredictable boundaries. Land can be inexpensively sur-
veyed and the survey boundaries carry legal weight. In contrast, in-
novators must cope with expensive and unreliable legal opinions
about the boundaries of patents that get no deference from the
courts. Surveyors can plainly map the words in a deed to a physical
boundary; it is much harder to map the words in a patent to tech-
nologies. Not only are the words that lawyers use sometimes vague,
but the rules for interpreting the words are also sometimes unpre-
dictable. There is no reliable way of determining patent boundaries
short of litigation.

* Public access to boundary information. The documents used to deter-
mine boundaries for both land and patents are publicly available. It is
possible, however, for patent owners to hide the claim language that
defines patent boundaries from public view for many years—this is
being done with increasing frequency.

o DPossession and the scope of rights. Generally, tangible property rights
are linked closely to possession. Patent law also requires possession of
an invention, but often this requirement is not rigorously enforced.
Consequently, courts sometimes grant patent owners rights over
technology that is new, different, and distant from anything they ac-
tually made or possessed. Not surprisingly, this practice makes patent
boundaries especially unclear in fast-paced technologies such as
biotechnology and computer software.

o The patent flood. Clearance costs are affected by the number of prospec-
tive rights that must be checked for possible infringement. Investments
related to a new land use rarely implicate very many parcels of land.
Also, as we noted in chapter 2, property systems include features that
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discourage fragmentation of land rights. Investments related to new
technology frequently need to be checked against large numbers of
patents. Although the patent system has features that discourage patent
proliferation (notably the non-obviousness requirement), empirical
evidence suggests these are not working well.

The combination of these four factors explains the poor performance of
the notice function in the patent system, and the associated high rate
of inadvertent infringement. We explore these factors in more detail over
the remainder of this chapter.

Fuzzy aAND UNPREDICTABLE BOUNDARIES

Institutional Failure: Why the Notice Function
Works for Property but Not for Patents

Property law provides good notice to potential purchasers about the
property rights relevant to a contemplated new land use. Patent law often
fails to provide good notice to innovators about the patent rights relevant
to adoption of a new technology. Property law has stable doctrine and
flourishing institutions designed to transmit clear notice. Patent law lacks
both.

Suppose a real estate investor wants to acquire a certain parcel of land
and build a mall. Her lawyers should be able to tell her that she will need
to acquire rights to parcels A and B, but not nearby parcels C and D. They
should also be able to tell her whether there are any mortgages, easements,
future interests, or other interests in the relevant property. To a great ex-
tent, public documents give notice of these interests and provide evidence
of their validity or invalidity.

The work of real estate lawyers is complemented by the work of title
agents and surveyors. Both are licensed professionals who contribute in im-
portant ways to the success of property law in providing clear notice. Sur-
veyors work from the plot description found in the deed or in a registered
survey and, using well-recognized and standardized methods, plot out the
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boundary lines. In most states, surveyors boundaries are legally recognized.
A typical survey for a residential property costs several hundred dollars.
Title agents search deeds and other public information to help lawyers
judge the validity of property titles. A title search for a residential property
with title insurance also typically costs several hundred dollars.

The patent system also has licensed patent agents and patent lawyers.
They can also render a judgment on whether a proposed investment (tech-
nology) infringes on valid patents owned by others. They judge both the
boundaries and the validity of these patents. They also work by reading
legal documents—issued patents—and applying them to the matter at
hand. Two crucial differences between the systems are worth noting here.
First, a legal “opinion letter” on a technology typically costs about a hun-
dred times more ($20,000 to $100,000). Second, this finding carries little
legal weight.'4

Indeed, no one except appeals court judges seems to be able to provide
a definitive answer on potential infringement; predictably, even their
opinions are often in conflict (Wagner and Petherbridge 2004). It is true
that patent examiners determine the boundaries of each patent—this is
necessary for them to determine whether the patent meets the criteria of
patentability, that is, whether the patent is truly novel. But patent examin-
ers do not record their interpretation of the boundaries of the patent and,
even though courts presume that their decisions about patent validity are
correct, courts pay little heed to the boundaries that patent examiners use
to make these determinations.

District courts hold hearings to interpret the boundaries of patents in
lawsuits. In some cases they call on expert witnesses to provide under-
standing of the technology and industry usage of technical terms. But
these determinations get no deference at the appellate level, either. In fact,
the Federal Circuit reverses the district court judge’s construction of 34.5
percent of the claim terms appealed and this percentage increased during
the 1990s.15

These difficulties arise, of course, because it is much more complicated
to map the boundaries of a technology from a verbal description than it is
to map a plot of land using a standardized surveyor’s description. This
problem arises partly from the nature of the subject matter and partly from
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the difference in techniques used to do the mapping. We look at the law of
patent claim interpretation in the next section.

But the hard fact is, innovators cannot quickly and easily obtain a reliable
judgment on whether prospective technology infringes on others’ patents.
Perhaps in an earlier time, when technology was simpler, this was not such a
serious problem because the ambiguity of patent claims was not so great.
But as we discuss below, there are reasons to think that this ambiguity has
been increasing substantially in recent years. In addition, changes made dur-
ing the 1990s in the legal methods used to determine the boundaries of
patents appear to have made the uncertainty even greater.

A Nose of Wax?

Patent documents are typically long and obscure. The most obscure and
most important part of each patent is the set of claims found at the end of
the document. Patent claims create property rights. Each claim is a single
sentence—an odd sort of sentence, to be sure, which might run on for sev-
eral paragraphs. Collectively, the claims determine the scope of the owner’s
right to exclude—they are the fences that mark the inventor’s property.
Giles Rich, the most famous patent judge of modern times, observed:
“[TThe main purpose of [patent] examination . . . is to try to make sure
that what each claim defines is patentable. To coin a phrase, the name of
the game is the claim.”'°

The game is stacked in favor of inventors and against examiners and the
public. Examiners get an average of eighteen hours to read and understand
the application and make sure that each claim is valid.!” Patent law im-
poses many validity requirements. Time pressure means that inventors will
often be able to push through questionable claims. Critics of the patent
system quite properly complain that the Patent Office frequently approves
of claims that are obvious or lack novelty.

We want to highlight a different problem that has not attracted much
comment—the issuance of vague claims. In order to be valid, the claims
must meet the requirement found in paragraph 2, section 112 of the
patent statute, United States Code Title 35: “pointing out and distinctly
claiming the subject matter which the applicant regards as his invention.”
The Supreme Court long ago recognized that “[t]he claim is a statutory
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requirement, prescribed for the very purpose of making the patentee define
precisely what his invention is; and it is unjust to the public, as well as
an evasion of the law, to construe it in a manner different from the plain
import of its terms.”!8

Nevertheless, patent applicants sometimes game the system by drafting
ambiguous patent claims that can be read narrowly during examination,
such that they avoid a novelty rejection, and broadly during litigation,
which supports a finding of infringement. The E-Data patent discussed in
chapter 1 is such an example. Limited resources mean that the Patent Of-
fice does a poor job of monitoring the clarity of patent claims, and thus
notice suffers.

The Federal Circuit, the appeals court that sets most patent law stan-
dards, has not promulgated rules to restrict vague claim language effec-
tively. In fact, the court itself is reluctant to invalidate an indefinite claim.
Allison and Lemley (1998) find that only 5.8 percent of invalidations are
based on claim indefiniteness. The Federal Circuit explained:

We engage in claim construction every day, and cases frequently pres-
ent close questions of claim construction on which expert witnesses,
trial courts, and even the judges of this court may disagree. Under a
broad concept of indefiniteness, all but the clearest claim construction
issues could be regarded as giving rise to invalidating indefiniteness in
the claims at issue. But we have not adopted that approach to the law
of indefiniteness. We have not insisted that claims be plain on their
face in order to avoid condemnation for indefiniteness; rather, what we
have asked is that the claims be amenable to construction, however dif-
ficult that task may be. If a claim is insolubly ambiguous, and no nar-
rowing construction can properly be adopted, we have held the claim
[to be] indefinite. If the meaning of the claim is discernible, even
though the task may be formidable and the conclusion may be one over
which reasonable persons will disagree, we have held the claim suffi-
ciently clear to avoid invalidity on indefiniteness grounds. (Exxon Re-
search and Engineering Co. v. U.S., 265 F.3d 1371, 1375 [2001])

The Federal Circuit’s approach appears to be inconsistent with the
statute and contrary to the policy concern expressed by the Supreme
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Court. The Court recognized the social value of a rigorous indefiniteness
doctrine in a 1942 case, Justice Robert H. Jackson stated: “A zone of un-
certainty which enterprise and experimentation may enter only at the risk
of infringement [that is, litigation] would discourage invention only a lit-
tle less than unequivocal foreclosure of the field. Moreover, the claims
must be reasonably clear-cut to enable courts to determine whether nov-
elty and invention are genuine.”' As the Federal Circuit admitted, toler-
ating vague language at the Patent Office yields difficult questions of claim
interpretation. The Supreme Court anticipated contemporary claim con-
struction problems when it warned: “Some persons seem to suppose that
a claim in a patent is like a zose of wax which may be turned and twisted
in any direction, by merely referring to the specification, so as to make it
include something more than, or something different from, what its words
express.”?0

Some ambiguity would not be too harmful if the public could rely on a
predictable method of claim interpretation. Unfortunately, the Federal
Circuit has not formulated such a method. Recall that district court judges
do a poor job of predicting Federal Circuit claim interpretation. Certainly,
it follows that lawyers will have difficulty counseling potential infringers
how an ambiguous claim term will be interpreted. The discussion in Side-
bar 3.1 illustrates the difficulty of this interpretative task.

The Federal Circuit is keenly aware of the notice problems created by
uncertain claim construction. The law governing claim construction has
long been in flux as courts have searched for satisfactory methods. A sig-
nificant development occurred twelve years ago in the case Markman v.
Westview Instruments.”" The case and its progeny made claim construction
a question of law subject to de novo review in the Federal Circuit. Essen-
tially, this means that the judges in the Federal Circuit have the power to
choose the meaning of patent claims anew, ignoring lower-court decisions.
Alternative approaches would have distributed power among fact-finders,
trial court judges, and appellate judges.

Consolidating power in the appellate court offers the benefit of the
experience of the Federal Circuit judges, but reliance on their experience
reviewing patent cases has not paid off. The goal of predictable claim
interpretation has been thwarted by three problems. First, members of
the Federal Circuit have been feuding over appropriate methods of claim



Without Boundaries, It Ain 't Property

Sidebar 3.1. Claim Construction

Good patent policy analysis is not possible unless one has a basic un-
derstanding of patent claims, how they are interpreted, and how they
create property rights. So, in this section, we present the highlights
from a patent lawsuit involving a claim relating to a simple invention.
Even though the invention is simple, you will soon see that under-
standing and applying the claims can be quite difficult even for experi-
enced patent judges.

U.S. Patent No. 4,018,260 relates to a home improvement inven-
tion, specifically a set of border pieces used to attach a fabric wall cover-
ing to a wall. Drawings from the patent are displayed on the left-hand
side of figure 3.1. The patent suggests the advantage of the invention is
that it makes it easier for an inexperienced person to hang wall covering.

The relevant portion of the disputed claim 1 reads as follows:

1. An assembly of border pieces for creating a framework attach-
able to a wall or other flat surface for mounting a fabric sheet
which is cut to dimensions at least sufficient to cover the surface,
said assembly comprising

() linear border pieces and

(b) right angle corner border pieces which are arranged in end-to-end
relation to define a framework that follows the perimeter of the area

to be covered . . .

The patentee, Unique Concepts, sued Kevin Brown for patent in-
fringement. The defendant made and sold a set of border pieces for
hanging wall covering. The outcome of the case turned on the interpre-
tation of claim 1, and in particular of the italicized language: “right
angle corner border pieces,” labeled 15 in the figure.“* The claim also
describes linear border pieces (labeled 14) and distinguishes them from
the right angle corner border pieces. Brown’s set of border pieces
contained trapezoidal pieces with a forty-five degree cut (labeled 4
on the right-hand side of figure 3.1). Two trapezoidal pieces could be
connected to serve the same function as the right angle corner border

(Continued)
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Figure 3.1. U.S. Patent No. 4,018,260
(left) The Patented Frame from Unique Concepts
(right) The Alleged Infringer’s Frame

pieces. Brown did not use corner pieces as in the patent. Thus, the
court needed to decide whether the scope of claim 1 was broad enough
to include the defendant’s product.

The majority of judges ruled there was no infringement, but Judge
Giles S. Rich dissented and offered an alternative claim construction that
was broad enough to support a finding of infringement. In effect, Judge
Rich argued that the term “right angle corner border pieces” is not
restricted to preformed corner pieces and thus includes the alleged
infringer’s configuration. The disagreement concerned not only the lan-
guage in the claims themselves, but also what the patentee’s original
language claimed, how this was changed in response to Patent Office ob-
jections, and how the invention was described elsewhere in the patent.

This dispute reveals the troubling indeterminacy of claim construc-
tion. We suspect the uncertainty about claim boundaries is even greater

for patents featuring more complex technologies, abstract claim terms,

and early-stage technologies.

construction.?? One camp takes a very formal approach to interpretation,
and the other is more willing to rely on contextual clues to aid interpreta-
tion. Second, the appellate court is too distant from the expert testimony
and other facts that should be used in sensible claim construction. Judge
Haldane R. Mayer of the Federal Circuit laments: “Because claim con-
struction is treated as a matter of law chimerically devoid of underlying
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factual determinations, there are no ‘facts’ on the record to prevent parties
from presenting claim construction one way in the trial court and in an
entirely different way in this court.”? Third, in its formalist vein, the Fed-
eral Circuit has been skeptical about the use of “extrinsic evidence” in
claim construction. Extrinsic evidence comes from outside the patent doc-
ument and proceedings in the Patent Office. It includes expert testimony,
journal articles, dictionaries, and other outside evidence that might reveal
industry usage. Much of this extrinsic evidence is available to parties inter-
ested in mapping out the scope of a patent before they get near a court-
room. Potentially, greater use of extrinsic evidence would strengthen the
notice function, but, importantly, it would also reduce the power of the
Federal Circuit.?4

Fuzzy boundaries are still possible even when claims are relatively precise
and their literal scope is clear. Warner-Jenkinson Co. v. Hilton Davis Chemi-
cal Co. illustrates this point. The case featured yet another instance of in-
advertent infringement; the parties independently invented an improved
process for purifying dye. Hilton Davis claimed a version of the process
operating at a pH ranging from 6.0 to 9.0. Warner-Jenkinson’s technology
operated at a pH of 5.0, outside the range of the relevant claim. Never-
theless, a jury found Warner-Jenkinson infringed under the doctrine of
equivalents.?> This doctrine expands the scope of a claim beyond the scope
identified through claim construction.?® The original goal of the doctrine
was to protect inventors against the risk that a pirate would spot a poorly
drafted claim, introduce a slight variation in a patented technology that
was outside of the claim, and escape literal infringement. Such evasion
could occur if the patent owner did not foresee the manner of imitation
chosen by the pirate, and therefore drafted its claim too narrowly. Today
the doctrine applies without regard to the motives or methods of the alleged
infringer—in particular, it applies to independent inventors and those who
make a good-faith effort to invent around a patent, as well as to pirates.

The doctrine of equivalents corrodes the notice function of patents
and increases the risk of inadvertent infringement. Warner-Jenkinson
might have thought a pH of 5.0 was outside the fence erected around
processes with pHs ranging from 6.0 to 9.0, but they were wrong. The
Supreme Court admitted: “[t]here can be no denying that the doctrine of
equivalents . . . conflicts with the definitional and public notice functions
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of the statutory claiming requirement.”?” Nevertheless, they confirmed
the availability of the doctrine against inadvertent infringers.

PuBLic AvarLABILITY OF BOUNDARY INFORMATION

Determination of boundaries depends on publicly available information.
Land deeds are available in county registries. Most patent documents
are also publicly available, but inventors can delay release of important
boundary information. Many inventors act strategically to hide their
claims from potential infringers. Inventors are allowed to draw out the
patent application process for years if that serves their interest—and not
infrequently it does. They often monitor the technology choices of other
firms and write their patent claims to cover the technology of potential
licensees. The targeted firms might get locked into a technology choice
and find themselves in unfavorable bargaining positions with the patent
owner.?8

In a notorious recent example, the firm Rambus participated in a semi-
conductor standard-setting organization while the same firm was secretly
pursuing a patent on the same technology. By participating in the standard-
setting process, Rambus learned information that it used to write claims
that covered the standard. This strategy worked because the company
added the claims to a patent that was pending when the standard-setting
process began. Thus, the “invention” was completed before the standard
was set, but the claims were written affer the standard was set. Rambus
dodged private suits alleging fraud and antitrust violation and was success-
ful in enforcing its patent.?

It appears that hidden claims are becoming much more prevalent. One
practice used to keep claims hidden is to file “continuing” applications.
Under United States Patent Office rules (most other nations lack com-
parable procedures), once an original application is filed, one or more
continuing applications based on the same invention, but with different
claims, can be filed. This gives the patent applicant additional opportu-
nities to change the claims over time, possibly catching unsuspecting
innovators by surprise. The number of continuing applications, shown
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Figure 3.2. The Growth in Original and Continuing Patent Applications
Sources: Quillen and Webster (2006); NSF

as the heavy dashed line in figure 3.2, has increased seven-fold since 1984,
to about 120,000 per year (Quillen and Webster 2006). Continuing ap-
plications now constitute about one-third of all patent applications.

The patent system was reformed about ten years ago to reduce some
of the problems created by hidden claims. The term of the patent was
changed from seventeen years from issue to twenty years from application
date, and patents are published after eighteen months, unless the appli-
cant refrains from patenting outside the United States. These reforms
probably had a significant positive effect, but hidden claims are still a
problem. Applicants can change claim language in patents without up-
dating the published applications. The final claim language is published
only after the patent is issued, and the gap between application date and
issuance is growing.?® Moreover, publication does little to prevent patent
applicants from introducing unanticipated new claims via continuing
applications.
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PossessioN AND THE ScoPE OF RigHTS

In general, in order to own, one must possess. Although possession is not
sufficient to guarantee ownership, the law by and large assigns initial prop-
erty rights only to the extent that one possesses—exerts some control
over—a property. A possession requirement means that the owner of a
property is actually in a position to make the socially desirable investments
or transactions that are the key economic benefits of property.

Simple possession rules also make it easier for third parties to recognize the
existence and scope of a property right. If farmer Jones owns and possesses
a shirt, a tractor, a house, and a farm, then neighbor Smith should know
that he must ask permission before using that property. Furthermore, Smith
probably will not have any trouble figuring out that Jones is the owner.

The scope of most tangible property is easily described. Fences, surveys,
and land records provide clear notice of the scope of rights to land. The
physical structure of goods, machines, buildings, and the like defines those
kinds of property—and gives clear notice of the scope of rights. Rental, se-
curitization, liens, and other legal devices might complicate the allocation
of rights to use tangible property, but they are 7ot relevant to what we here
mean by “scope.” Clear scope is present when a stranger recognizes when
she is about to use someone’s property and puts her on notice to seek
whatever permissions are necessary. Everyone recognizes that an unat-
tended boat tied to a dock is someone’s property, and that it should not be
used without permission.

In some cases, when tangible property is taken from nature, the scope
of the property rights is not so clear. In these cases, simple physical char-
acteristics are not so useful for establishing legal boundaries because the
relevant characteristics change over time or are not fully known initially
(that is, they are revealed over time). The mining disputes discussed in the
previous chapter make this point. Another example comes from water law.
In certain jurisdictions, the right to use water from a stream running
through a property depends on the consumption of others elsewhere on
the streamcourse. Hence, a newcomer will need to investigate her neigh-
bors’ water use to determine whether and to what extent property rights
already exist for the stream flow.
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In the case of migratory wild animals, property law follows the “rule of
capture”: you can own what you capture, but not the stock from which it
came. Thus, when someone shoots a wild duck, she does not gain rights to
the flock. It is easy to see how the rule of capture promotes clear notice.
Suppose the first hunter to shoot a duck in a flock actually gained owner-
ship over the flock. It would be virtually impossible for hunters in the next
county to recognize the flock was owned. Furthermore, the counterfactual
property rule would invite endless disputes about who was the true owner
of the flock, and which ducks belong to which flock.?!

Similarly, the possession rule in patent law is designed to mitigate notice
problems. Paragraph 1, Section 112 of the patent statute, United States
Code Title 35, requires that the patent describe how to make and use the
invention in sufficient detail so that others can do so. This “enablement” re-
quirement makes the patentee demonstrate the practical knowledge needed
to usefully own the claimed invention.??

This possession requirement allows courts to invalidate patent claims
that are “too broad” insofar as the inventor did not really possess all the
claimed technology. A famous example concerns patents on the light bulb.
Thomas Edison was not the first inventor of the incandescent light bulb.
He had many competitors, and his light bulb built on many earlier contri-
butions.?® William Sawyer and Albon Man together obtained a light bulb
patent before Edison achieved his famous invention and they sued Edison.
Their patent claimed a light bulb with a “conductor of carbon, made of fi-
brous or textile material.” Edison made a light bulb with a bamboo filament
that fell within the language of the broad Sawyer and Man claim. The court
ruled in favor of Edison because Sawyer and Man had actually only made a
light bulb using carbonized paper as a filament. They did not make light
bulbs with other filaments drawn from the wide range of fibrous and textile
carbon-based filaments—in fact, most of those filaments would not work.
Edison labored mightily to find a bamboo filament, which worked very
well—he tried over six thousand different substances before settling on
bamboo. But the Sawyer and Man patent did not describe this important
detail. They possessed the specific invention of a light bulb using car-
bonized paper, but they did not possess the claimed knowledge to make
and use all “fibrous or textile” forms of carbon, including the bamboo later
discovered by Edison. Therefore, the court invalidated Sawyer and Man’s
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claim because it claimed more than they actually possessed—they claimed
technology that had not yet been invented.?*

Ideally, enablement restricts patent scope so that inventors property
rights do not stray far from the invention they actually possess. In the past,
inventors had to demonstrate a working prototype or scale model of the
invention in order to demonstrate possession. Inventors no longer need to
provide a working prototype in order to obtain a patent; the general pos-
session requirement, however, remains central to patent law.

Thus, we are troubled by the many recent examples of patent claims
that have been read broadly to cover infringing technologies that are dis-
tant from the invention actually possessed by the patent owner. Many of
these infringers have arrived at significant inventions independent of any
information contained in the patent at issue. Consider, for example, the
following two cases.

In a biotechnology case, Amgen obtained broad coverage from its
patent claim on the protein erythropoietin (EPO), a naturally occurring
hormone that promotes the production of red blood cells.>> EPO had
been previously isolated and purified but attempts to obtain therapeuti-
cally useful quantities of the hormone from urine or blood had failed. In-
stead, Amgen isolated the human DNA that coded for EPO and inserted
it into Chinese hamster ovary cells. These genetically engineered cells pro-
duced human EPO that could be efficiently isolated and purified. As a
result, Amgen launched the blockbuster drug Procrit™ and they obtained a
patent that claimed all “non-naturally occurring” EPO.

Later, an innovative biotech company, Transkaryotic Therapies, Inc.
(TKT), developed an entirely different method of producing EPO. TKT
did not insert human DNA in a foreign host cell, but instead figured
out a way to trick human cells into directly producing large amounts of
EPO. Amgen successfully sued TKT (and its co-defendant Hoechst) for
infringement.

Amgen faced two main obstacles en route to an infringement judgment.
First, the claim to all “non-naturally occurring” EPO had to be read broadly
enough to cover the EPO made in human cells using TKT’s technique. Sec-
ond, this broad claim had to meet the enablement requirement—that is,
Amgen had to show it possessed the relevant technology. Amgen overcame
these obstacles even though they clearly were unable to replicate TKT’s



Without Boundaries, It Ain’t Property 67

technique. All that these two technologies had in common was that they
shared the objective of producing large quantities of EPO outside of the
human body.

A second case concerns the patent granted over relatively abstract ideas
to E-Data, discussed in the chapter 1. Freeny actually invented a kiosk for
generating audio tapes and the like at retail stores. Nevertheless, because
his patent claims were highly abstract, they were interpreted to apply to a
broad swath of e-commerce, even though nothing in his patent described
general-purpose transactions over the Internet.

Arguably, the E-Data and Amgen patents suffer from the same defect as
the patent of Sawyer and Man: they do not demonstrate possession of the
broad range of technologies that they claim. There are two clear problems
with this policy. First, it makes patent boundaries incredibly fluid over
time. Third parties cannot rely on the plain meaning of a term at the time
of patent application: claim terms are allowed to change meaning over time as
technology advances. Second, it penalizes real innovators who operate in the
shadow of early, broad claims. Both of these factors tend to generate costly
disputes.

Many of the troubling cases in which patent claims are untethered from
actual inventions arise in biotechnology. This is no accident. Several factors
have contributed to a “flood” of biotech patents on very early-stage tech-
nologies: the Patent Office has granted thousands of patents on gene frag-
ments, the Bayh-Dole Act (1980) has encouraged patenting by academic
researchers even though most of these inventions are inchoate (Thursby
and Thursby 2003), and the Federal Circuit has changed patentability stan-
dards to permit patents on technologies that are still a great distance from
practical application.?® Inevitably, a large number of patents on early-stage
technologies leads to attempts by patentees to assert these patents over
later-developed technologies.

Patenting of early-stage technology is not the only situation where
patents are asserted against later-developed technologies. For a variety of
reasons, which we explore separately in chapter 9, abstract patent claims
are particularly endemic to computer-related patents. Of particular im-
portance, the law has changed to permit the patenting of abstract software
ideas, and the number of software patents granted has increased dramati-
cally. The growth in the number of these patents also contributes to the
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frequency with which patents are asserted over fundamentally more ad-
vanced, later-developed technologies.

The increase in patents on early-stage technologies and the increase of
patents with abstract claims has lead with increasing frequency to lawsuits
against later-developed technologies. This in turn has made clear posses-
sion rules more important than ever. But judges have not consistently lim-
ited ownership to the technologies actually possessed, perhaps because
some jurists have felt an impulse to reward “pioneer” inventors. But the
court has not been uniform about this, and some judges have developed
controversial new rules to limit the reach of patents over later-developed
technologies. Feldman (2005) documents the state of tumult this issue has
engendered in patent law with respect to biotech patents.?” Unfortunately,
we suspect that the net effect of the expansive reading of patent rights
taken together with recent corrective measures has been to increase uncer-
tainty and costly disputes.

TuEe Parent FLoOD

A large number of property rights held by many different owners can make
the clearance of rights for new investment costly. If clearance costs grow
too large, then complete clearance becomes infeasible, and firms will only
do a cursory clearance or, perhaps, none at all.

In the previous chapter we discussed how property law uses various
rules to limit fragmentation of rights, including primogeniture, limits on
future interests, property taxes and registration requirements, and zoning
and subdivision restrictions. Patent law also has rules that limit the prolif-
eration of rights. First, an inventor must demonstrate an invention has suf-
ficient practical utility in order to receive a patent. Also, patents are not
granted for inventions that are obvious improvements on previous tech-
nology. These patentability requirements work to weed out the potential
clutter of patents on inchoate or minor inventions. In addition, patent
renewal fees work to sift out less valuable patents.

The evidence suggests, however, that over the last two decades the num-
ber of patent rights has proliferated dramatically. The number of patent
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applications more than tripled between 1980 and 2004, from 104,329 to
356,943. That would be great news if it represented dramatic growth in
American innovation, but the story is not so simple. The growth was nor
caused mainly by a surge in R&D spending. Instead, the number of origi-
nal patent applications has outstripped the growth of United States R&D
spending (see figure 3.2), especially since the mid-1990s.

Empirical research by Hall (2005) found that patent application growth
data displays “a very significant structural break between 1983 and 1984,”
which she attributes to the pro-patent policies of the Federal Circuit. In-
deed, Henry and Turner (2006) identified a pro-patentee structural shift in
court rulings that occurred at about this time. Furthermore, Hall (2005)
found that growth comes from U.S. firms in the “electric machinery, elec-
tronics, instruments, computers, and communication equipment” indus-
tries. Much of this growth took place during the 1990s and might be
associated with subject matter expansion for software-related inventions
(Bessen and Hunt 2007).

The growth in patent applications and grants has been accompanied by
comparable growth in the number of claims per patent. Even though each
patent is supposed to protect only one invention, patents can have multi-
ple claims—indeed, many patents have dozens of claims. Inventors write
claims to protect different aspects of an invention, for example, by claim-
ing a product and also processes for making and using the product. Fur-
thermore, they write claims of varied coverage to hedge against the risk
that certain claims will be invalidated or read narrowly. Allison and Lem-
ley (2002) compared patents from the mid-1970s to patents from the mid-
1990s and found that the mean number of claims had grown from 9.94 to
14.87, a nearly 50 percent increase.

The growth in the number of patents and the number of claims do not
necessarily imply a comparable increase in search costs associated with
clearance. If, for example, patents could be neatly divided into technology
classes so that only a small class needs to be searched, then search costs
might remain reasonable despite the huge increase in numbers. But evi-
dence from litigation suggests that this is not so. Bessen and Meurer
(2005) found that about a quarter of all lawsuits between public firms in-
volved firms that patented in very different technology classes and which
were in unrelated industries. Indeed, it is not hard to find examples where
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firms are sued over patents covering distant technologies. For example,
Amazon.com has been sued by a firm with a patent covering cable TV
movie selection and another firm with a patent on a bank ATM interface.?8
This implies that a complete clearance procedure requires careful examina-
tion of very large numbers of patents, indeed. As noted in chapter 1, David
Martin of M-Cam estimates that a typical web shop might need to check
over 11,000 patents. Clearly, costs of clearance can be substantial.>®

Moreover, the law actually imposes penalties that discourage thorough
clearance. Knowledge gained through a patent search increases the risk of
a finding of willfulness in a patent lawsuit. Firms are discouraged from
reading patents because of fear of the financial penalties that might follow
a finding of willfulness. The disincentive is greatest when a firm believes
there are a large number of weak patents in the technological vicinity of its
innovation. If the firm is unlikely to license the patents, then reading them
simply increases the risk of a finding of willfulness. On the other hand,
when a firm believes there are a small number of strong patents nearby, it
would read and license them or be careful to invent around them.4°

The cost of clearance ratchets up even more when patents have fuzzy
boundaries and when many patents are likely to be found to be invalid.
With these uncertainties, a technology investor will have to examine many
patents of vague scope and dubious validity. Note that even though the
Federal Circuit has strengthened patent rights by making changes to the
law that reduced the probability of invalidity, the share of district court
decisions that invalidated a patent is still 27 percent.*! This introduces an
element of risk into clearance decisions and it disrupts attempts to invent
around patents. As noted earlier, Kodak relied on expert opinion that
several Polaroid patents were invalid. If they thought those patents were
likely to be valid, they would have chosen another product design, or per-
haps stayed out of the market altogether.

There is abundant evidence that many technology firms follow the
same path as RIM and invest little in patent search and clearance. A recent
survey of the members of the Intellectual Property Owners organization
found that 65 percent of respondents disagreed with the statement, “We
always do a patent search before initiating any R&D or product develop-
ment effort” (Cockburn and Henderson 2003).
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Finally, in addition to the costs of searching and identifying rights to
clear, a technology investor might also face substantial costs in transacting
for those rights.#?> Semiconductor manufacturing is one industry where
this problem is felt acutely.

Semiconductor manufacturing is . . . notoriously complex, integrat-
ing an array of process and product technologies that cover aspects of
the circuitry design, materials used to achieve a certain outcome, and
methods used in the wafer fabrication process. As several industry
representatives pointed out, a given semiconductor product (say, a
new memory or logic device) will often embody hundreds if not
thousands of ‘potentially patentable’ technologies that could be
owned by suppliers, manufacturers in other industries, rivals, design
firms, or independent inventors. (Hall and Ziedonis 2001)

Ziedonis (2004) found that fragmentation is such a serious impediment
to licensing that it all but drives patenting behavior by certain firms in the
semiconductor industry.*3

In this chapter we have uncovered four aspects of the notice problem. To
begin, inventors can hide patent claims, and thus boundary information,
from the public. Next, even when the relevant public has access to the
patent claims, they are frequently very difficult to interpret. Even assum-
ing the claims are available and clear, there is a danger that the meaning of
claim language will change (and become broader) over time. Finally, even
when claims are available, clear, and fixed over time, the cost of searching
for relevant patents can be quite high. High search costs arise directly
because of the high number of patents that potentially apply to certain
technologies, and indirectly because of the high rate of invalidity and the
willfulness doctrine both discourage innovators from initiating a patent
search. In combination, these four problems can reinforce each other—for
example, a large number of fuzzy or unpredictable patents make clearance
procedures especially fruitless.
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The law and institutions that support notice in the patent system fall
far short of similar institutions supporting notice for tangible property
rights. It is hardly surprising that land title insurance is cheap and readily
available while patent infringement insurance is limited, expensive, and
not widely offered. Nor is it surprising that inadvertent infringement is a
serious problem for patents but not for tangible property. In the next
chapter we begin our examination of empirical evidence on the perform-
ance of patents as a property system in order to shed further light on the
economic significance of patent notice problems.



4 Survey of Empirical Research: Do Patents
Perform Like Property?

INTRODUCTION

Perhaps one of the clearest lessons of the Cold War was that private-property
and market economies can be powerful engines of economic growth and
innovation. While centralized economies have mustered impressive eco-
nomic efforts, especially during times of war, they have generally failed to
provide a high and rapidly growing standard of living. Moreover, what they
have achieved has sometimes come at a horrible human cost.

The experience of the Cold War seems to lend force to arguments that
intellectual property, too, promotes economic growth and innovation.
Indeed, it is now often argued that the institutions responsible for the suc-
cess of Western economies are “the rule of law and private property rights,
including intellectual property.”! Similarly the Intellectual Property Own-
ers Association suggests that property-based incentives explain U.S. tech-
nological leadership: “The possibility of patent rights gives incentives to
inventors and their employers to create new technology and to invest in
commercializing technology. Policy makers have generally agreed that the
American tradition of strong patent laws has contributed to making this
country the world’s technological leader, a position it has held for more
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than a century.”? This is a seductive argument. There is solid empirical ev-
idence that secure property rights are conducive to economic growth. So it
might seem to follow that “strong” patent laws should also promote inno-
vation and economic growth. But what is the actual empirical evidence
that patents and other forms of intellectual property are responsible for
the technological leadership of the United States in particular and the
West generally?

Casual observation suggests that the United States and other Western
nations share both technologically advanced economies and well-developed
patent systems. But this is a correlation, not evidence of causation. That is,
well-developed patent systems might cause economic growth in these na-
tions. Or it might be, instead, that successful technology companies or
other groups, such as the patent bar, have lobbied for patent protection. In
this latter case, economic success promotes the expansion of the patent
system, not the other way around. Indeed, the patent systems in advanced
nations today consist of highly sophisticated institutions supported by sub-
stantial funding. These institutions were not simply legislated, but rather
developed, along with a wide variety of other legal and social institutions.
Their evolution required both extensive experience and a large allocation
of resources and they would seem as out of place in nineteenth-century
America as they would in many of today’s less-developed nations. Thus the
correlation between the sophistication of a nation’s technology and the
sophistication of its patent system does not provide evidence of a causal
link in and of itself; a more advanced analysis is required.

It might well be true, as the Intellectual Property Owners maintain, that
most policymakers see a link between “strong” patent laws and U.S. tech-
nology leadership.® But as James Boyle acerbically notes, policymakers have
too often ignored empirical evidence, basing policy, instead, on “faith-
based” reasoning about property rights with regard to such matters as soft-
ware patents, broadcast rights, copyright term, and database rights.4

The problem with this sort of reasoning is that it is based on analogy:
because property rights promote economic growth, then patents, which are
like property, are assumed to promote economic growth and technological
advancement, as well. Patents are called “intellectual property,” but, as the
previous chapters discussed, there are important differences between patents
and traditional forms of property. Indeed, the term “intellectual property”
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only gained wide usage during the last two decades, and only recently has
the term mostly shed the quotation marks (though not, alas, in a discus-
sion, as here, of terminology) that explicitly remind us of the analogy being
made.’> Although patents share important features with tangible and finan-
cial property, the differences between them can critically affect the link
between patents, innovation, and economic growth.

On the other hand, not all policymakers ignore the evidence. At least
one group of policymakers at the World Intellectual Property Organiza-
tion has looked at the evidence and concluded, “Current data regarding
the importance of IP [intellectual property] in economic development is
still limited, however. Visible and demonstrable evidence of economic
payoff attributable to IP protection is currently not sufficiently devel-
oped.”® But if intellectual property acts just like tangible property, should-
n't the evidence of economic payoff be just as clear and obvious?

This chapter surveys previous empirical research on the economics of
patents, comparing this research to similar research on property rights.
Our objective in this chapter is not to obtain a conclusive finding on
whether patents are good policy instruments or not. Nor do we attempt to
evaluate how well patents work as property; that we discuss in chapters 5
and 6. Instead, here we simply aim to compare the evidence of economic
payoff from general property rights to the evidence of the economic pay-
off from patents. If the analogy to property is close, then we should see
similar evidence of economic payoff.

We reject the conclusion that the evidence is “not sufficiently devel-
oped” or that the evidence is inconclusive, at least regarding this limited
inquiry. Instead, there is a substantial and well-developed literature and
we find clear and consistent evidence of private economic benefit from
patents. The evidence, however, also suggests that these benefits are lim-
ited in important ways and often depend on other factors and other insti-
tutions, and that patents might also impose significant social costs. The
evidence for economic payoff is far more tenuous for patents than it is for
other property rights.

In short, patents are 7oz just like property; the benefits of the patent
system are much more qualified. Moreover, the empirical economic evi-
dence strongly rejects simplistic arguments that because patents are prop-
erty, they universally spur innovation and economic growth. Instead, the
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effectiveness of patents as a form of property depends on the details of the
laws, institutions, technologies, and industries involved.

Tue EviDENCE ON PROPERTY R1GHTS AND PATENTS:
A COMPARISON

In what ways might we expect patent rights to perform similarly to rights
in tangible property? As discussed in chapter 2, property rights provide
incentives to invest, to trade, and to finance. There are other arguments
made in favor of property rights, for example, some people argue that
property is a moral right. But our concern here is with economic perform-
ance, and these incentives are the essential economic benefits of property.

Similar economic benefits are ascribed to patents; indeed, the main eco-
nomic arguments in favor of patents stress such benefits.” Patents provide
incentives to invest in R&D and other innovative efforts, as well as in the
commercialization and further development of an invention; further, they
encourage investment in companies that hold them. In addition, patents
provide security in the licensing and sale of technology. These incentives
are widely held to promote innovation and economic growth.

In this chapter we look for evidence that patents and property rights
provide private incentives to invest and trade, promote investment (specif-
ically, in the case of patents, in R&D), and spur economic growth. We
look at four sorts of evidence pertinent to the links between property,
patents, and innovation and economic growth: that from economic his-
tory, especially the Industrial Revolution; cross-country econometric stud-
ies; and “natural economic experiments,” observing the impact of discrete
changes in patent law. Finally, we look at a variety of evidence about
whether imitation and competition really do threaten innovation.

The evidence we look at concerns individual nations or industries
within nations. Considering the global nature of modern economies, this
might strike some readers as suspect—investors and innovators within a
nation are influenced by more than that nation’s property rights. Innova-
tors and investors in England are influenced by property rights and
patents in Spain, to the extent that England trades with Spain. Stronger
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rights in Spain might provide a bigger, more secure market for British
goods. But that fact does not undermine the validity of our investigation;
British property rights matter for British investors and British patent
rights matter for British inventors. Since we are comparing, say, British
property rights to British patent rights, we can evaluate the relative effects
of these on British economic growth, notwithstanding the fact that Span-
ish rights might also influence the British.

Historical Evidence

Economic historian and Nobel-laureate Douglass C. North (1981) has ar-
gued persuasively that the British Industrial Revolution was facilitated by
secure property rights. Many European nations were hobbled with feudal
customary rights that were often disputed, undocumented, and hard to
establish. In contrast, by the time of the Industrial Revolution, Mokyr
(1999) writes, Britain’s government was “one of, by, and for private prop-
erty.”® Britain had well-defined private property rights, less arbitrary courts
and police, and institutions that limited confiscatory taxation (North and
Weingast 1989). This reduced transaction costs and encouraged the growth
of markets, allowing for greater specialization, economies of scale, and more
secure returns on investment. These benefits are seen as important precon-
ditions for the innovations and, ultimately, the economic growth that arose
from the Industrial Revolution.

North includes patents among Britain’s advantageous property rights
during the Industrial Revolution. Britain’s patent law dates from 1624,
while most other European countries did not have patent laws until the
end of the eighteenth century. But more than a few economic historians
are skeptical about the significance of patents for the British Industrial
Revolution, as Mokyr (1999) notes.”

One reason for Mokyr’s skepticism is that relatively few inventors of
key technologies prior to the mid-nineteenth century seemed to benefit
from patents. James Hargreaves and Samuel Crompton, inventors of cot-
ton spinning machines, did not obtain patents (Crompton was later com-
pensated by Parliament). Crompton did not obtain a patent because
Richard Arkwright held a broad patent on spinning technology. Ark-
wright had patents, but his key patent was challenged and invalidated; he
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nevertheless made a fortune. Edmund Cartwright, inventor of the power
loom (an automatic loom), and Richard Roberts, inventor of a successful
automatic spinning machine, both obtained patents on these inventions,
but were unable to earn profits from them, despite the eventual wide
adoption of their machines. John Kay, inventor of an improved weaving
shuttle, and the Fourdrinier brothers, inventors of a paper-making ma-
chine, were both nearly ruined by the costs of patent litigation.

James Watt is a happy and prominent exception: Watt obtained a
patent on his improved steam engine design and, thanks in part to Parlia-
ment’s extension of their patent term, the firm of Boulton and Watt made
a substantial return on the investment needed to commercialize the inven-
tion. But we should not overestimate the significance of Watt’s example.
His reputation appears to have outpaced the merit of his inventions
(MacLeod 1998), which made only a limited contribution to economic
growth (von Tunzelmann 1978).1° Most of the impact of the steam engine
on economic growth appears to have come much later, after many addi-
tional improvements had been made in steam engine efficiency (Crafts
2004). This is significant because Nuvolari (2004 ) shows that most of this
later increase in efficiency can be attributed to “collective invention,”
where engineers actively shared inventions rather than patented them.

Economic historians have suggested several reasons why patents might
not have played a role more similar to that of other property rights in
Britain. A major problem was that patent litigation was costly and risky.!!
Courts were not always sympathetic to patent holders, patent law was com-
plex, and patents could be invalidated (Mokyr 1999). One early problem—
one that has recurred through patent history, as we shall see—was legal
uncertainty about whether patents could be issued for abstract principles
of manufacturing or only for specific applications of manufacturing
processes (Dutton 1984 ). Litigation might have been more common than
necessary because Britain had a registration system instead of patent ex-
amination. British patents were not examined for novelty or inventiveness
prior to the twentieth century. One study found that 42 percent of patents
were either partly or wholly anticipated by earlier patents and many inven-
tions were patented multiple times (MacLeod et al. 2003). Also, prior to
1883, the British patent system was very costly, both in fees and in the in-
direct costs resulting from bureaucratic red tape.
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Dutton (1984) is perhaps the economic historian with the most opti-
mistic interpretation of the British experience. He cites evidence that hun-
dreds of inventors did patent, many obtained multiple patents, and that
there was even some trade in patents. This suggests that some inventors ob-
tained some benefit from patents. But, as we elaborate in the following chap-
ters, this does not mean that they received a 7er benefit from patents—the
costs of litigation and disputes can easily offset the gains. Dutton and others
recognize that these latter costs were substantial. He floats the idea that de-
spite these major problems, patents might have encouraged innovation
because perhaps inventors accepted the “socially wholesome illusion” that
the patent system was more perfect than it really was. But MacLeod et al.
(2003) found that about nine out of ten patents arose in industries that saw
little innovation, and that patenting was at best loosely related to technolog-
ical innovation. And although there were some inventors who obtained ten
or more patents, and although there was some trade in patents, the numbers
were small, especially in comparison to those in the United States, and this
even though the United States lagged in economic development during this
period.'?> Moser (2006), using information on inventions exhibited at the
1851 Crystal Palace World’s Fair, found that only 11 percent of British in-
ventions were patented. So it seems particularly hard to argue that British
patents played a very significant role during the Industrial Revolution, even
if some inventors had irrational expectations of the patent system.

Indeed, the experience in the United States was quite different from
that in Britain.!? The United States initiated patent examination in 1836
and its patent fees were quite low. When examination standards were re-
laxed during the 1850s, patent applications soared (Post 1976), leading to
what Khan (2005) has called “The Democratization of Invention.” Indi-
vidual mechanics and farmers could and did obtain patents in large num-
bers and an active market for patents developed that lasted until the end
of the century. And although there were some well-known cases where
patents were “invented around,” such as Eli Whitney’s cotton gin and
Francis Cabot Lowell’s power loom (which he himself copied from British
models), many of the famous inventors in the United States did make
profits from patented inventions (Khan and Sokoloff 1993).

So patents might have played a more positive role in the economic
growth of the United States, although research has not yet established the
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extent of this contribution. On the other hand, the ready availability of
patents also had a possible deterrent effect on economic growth insofar as
small groups or individual firms were able to accumulate patent “thickets,”
or to set up patent pools, which might have substantially extended their
market power and posed entry barriers or disincentives to other innova-
tors. The first patent pool was formed for sewing machines in 1856 after
extensive litigation. Also in the 1850s, the Draper Company perfected the
technique of amassing a large number of patents to extend their monop-
oly, first with patents on loom temples, then with spinning spindles in the
1870s, and later with the Northrup automatic loom in the 1890s (Mass
1989). They controlled over 400 patents on spindles and over 2,000
patents on the automatic loom. This arsenal and their aggressive litiga-
tion posture allowed them to monopolize key textile equipment for many
decades.

Despite its faults, the United States patent system possibly had a much
more positive effect on innovation and economic growth than the British
system. But the differences only underline the contingent nature of the
benefits of a patent system. They depend very much on the details of the
system and the nature of the institutions that support it.

There were also important differences across industries and technolo-
gies. This is evident in Moser’s (2002) quantitative research on the effect
of patents on innovation in different countries during the nineteenth cen-
tury. Moser looked at differences in innovation across countries during the
mid-nineteenth century. She measured national innovation by looking at
the inventions displayed by different nations at the World’s Fair of 1851
and that of 1876; she looked specifically at the number of inventions that
were rated as important by panels of experts at the Fairs. She found that
nations with patent systems were no more innovative than nations without
patent systems. Similarly, nations with longer patent terms were no more
innovative than nations with shorter patent terms. Patents did seem to
make a difference in national patterns of specialization, however. In coun-
tries without patents, innovation was centered in industries that appeared
to have strong trade-secrecy protection; in countries with patents, this was
not the case.

So, in contrast to general property rights, patents had a much more un-
even and limited effect on economic development during the nineteenth
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century. The role of patents seems to have varied depending upon the spe-
cific features of patent institutions, as well as upon the technologies and
industries involved.

Cross-Country Studies

In recent years, economists have developed a large literature comparing
the economic performance of different countries as a means of identifying
factors that influence economic growth. These studies have used panels of
data that typically consist of dozens of countries observed over several
decades. They conducted multiple regression analyses to control for a wide
variety of factors that are thought to influence growth. Property rights
institutions have featured prominently in this literature. The multiple re-
gression approach allows one to assess the extent to which property rights
affect economic growth independently of other factors. A few studies have
also used measures of a country’s patent rights and intellectual property
rights, but the results for these measures have been quite different from the
results for more general measures of property rights.

Early studies used measures of political instability and measures of civil
rights as proxies for the quality of property rights institutions. Keefer and
Knack (1995, 1997) developed indices that capture contract enforceabil-
ity, risk of government expropriation, rule of law, constraints on the exec-
utive branch of government, and bureaucratic quality. They incorporated
these in a regression of each country’s per capita economic growth rate, in-
cluding additional controls for education, labor-force growth, and other
factors. Across a variety of specifications, they found that the quality of
property rights institutions is strongly and positively correlated with a
nation’s economic growth rate.

Keefer and Knack did not control for “reverse causality”—that is, for the
possibility that economic growth might have caused improvements in
property rights institutions instead of the other way around. As above, this
might be the case if, say, wealthier nations tended to allocate more resources
to improving property institutions because wealthier nations have more
property potentially at risk from bad institutions. Hall and Jones (1999)
built a similar model that does control for reverse causality.“ Again, the
property variables show a strong relationship with economic growth.
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Sidebar 4.1. Multiple Regression Analysis

Multiple regression analysis is a statistical technique used when re-
searchers want to analyze a phenomenon that might be associated with
multiple independent factors. Such a setting poses some tricky issues.
Consider, for example, a researcher estimating the gas mileage of different
models of cars. The researcher wants to estimate the relationship between
the vehicle model (an “independent variable”) and the gas mileage (the
“dependent variable”). If the researcher has data on the actual mileage
and gas consumption for a sample of vehicles, the researcher could simply
calculate the mean gas mileage for each model.

This might be misleading, however. Suppose, for example, that pickup
trucks are driven mainly on highways in rural areas. Since highway driv-
ing is generally associated with higher gas mileage, the pickup trucks in
the sample might get better mileage than, say, compact cars driven in the
city, even though pickup trucks would get lower mileage than compacts if
they were driven under the same conditions. Since the researcher wants to
estimate the effect of vehicle model independently of how the car is
driven, simple estimates of mean mileage per model are misleading. This
is known as “omitted variable bias.” If the variable representing highway/
city driving is omitted, the resulting estimate is biased.

Multiple regression analysis allows the researcher to “control” for the
effect of highway driving by including this variable as an independent
variable in addition to the vehicle model. More generally, when the de-
pendent variable is associated with multiple factors, researchers attempt
to add control variables for all factors that might plausibly be associated
with the dependent variable. Then the estimates obtained for the effect

of the variable of interest—in this case, the vehicle model—should not

suffer from omitted variable bias.

Several studies have also included measures of patents or intellectual
property rights, but the results are quite different. Gould and Gruben
(1996) used a measure of a country’s strength of patent protection in a re-
gression similar to that of Keefer and Knack. In their base model the
patent index has a positive coefficient, but it is not statistically significant
(that is, given the statistical precision of their estimate, they cannot reject
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the hypothesis that the true value of the coefficient is zero). They tried a
wide variety of other specifications and interactions and in a few cases they
obtained coefficients that are statistically significant, but most results are
only weakly significant. Moreover, this study has some important limita-
tions that make any results difficult to interpret. In particular, these regres-
sions do not include measures of other property rights—one might
expect patent rights to be correlated with other property rights, which, as
above, are known to have a positive effect on economic growth—nor do
they control for reverse causality.

Park and Ginarte (1997) conducted a more elaborate study that in-
cluded measures of general property rights, specifically an index of “mar-
ket freedom.” They also used a more sophisticated measure of a country’s
patent rights,!> as well as a more sophisticated estimation technique. In
their base regression, they found that the market freedom variable has a
positive and statistically significant effect on economic growth but the
intellectual property rights index has a negative coefficient that is not sta-
tistically different from zero. Although intellectual property rights do not
appear to have a direct positive effect on economic growth, the authors
did, however, find some limited evidence that intellectual property rights
are correlated with a country’s R&D spending (see also Kanwar and Even-
son [2003]). It might be the case that intellectual property rights encour-
age R&D spending but that this effect is too small to show up as a major
direct influence on economic growth. But even this result is limited for
two reasons. First, Ginarte and Park found that it only holds among the
wealthier countries in their sample.'® Second, they did not control for re-
verse causality—that is, firms that spend a lot on R&D might, after they
become established, lobby for stronger patent laws.

In a separate paper Ginarte and Park (1997) looked at the factors that
determine a country’s intellectual property rights (the same index). They
found, in fact, that lagged R&D (R&D from five years earlier) is positively
correlated with subsequent intellectual property rights strength. This sug-
gests that there is, indeed, a significant reverse causality.

In summary, the qualitative difference between regression results for
general property rights and those for intellectual property rights is striking.
General property rights have a strong and direct influence on economic
growth that is robust to a wide variety of specifications and to controls for
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reverse causality. In contrast, intellectual property rights appear to have at
best only a weak and indirect relationship to economic growth; this rela-
tionship appears to apply only to certain groups of countries or certain
specifications, and the direction of causality is unclear.

Intellectual property rights are zor just like other property rights, and
simple casual observations about the correlation between United States or
Western technology and patent systems can be misleading. On the other
hand, this does not mean that patents have no measurable effects, but
rather that it appears that their effects might be more tentative, being con-
tingent upon the details of the patent system or the particular technology,
industry, or state of economic development.

Natural Economic Experiments

One way that researchers have sought to untangle the direction of causality is
to look at “natural economic experiments”: they compare economic activity
before and after a discrete change in the law. Even though economic policy
might have changed in response to “endogenous” factors, such as successful
firms lobbying for stronger property rights, when the change occurs as a
sharp break, the effect of that change should be observable immediately after
it goes into effect. There are studies of natural economic experiments both
for changes in property rights, generally, and for patent rights, specifically.

Perhaps the biggest economic experiment in recent years is the transi-
tion of Eastern European economies from centralized planning to market-
based economies that began with the collapse of the Soviet system in the
late 1980s. Svejnar (2002) studied the economic performance of the coun-
tries making this transition twelve years hence. Per capita GNP growth
had fallen steadily in Soviet Bloc countries for decades to a level of 0.8
percent growth per annum during the 1980s.

Economists had high expectations that moving to a market system
would generate a rapid increase in economic growth. This did not happen.
Per capita GNP fell rapidly in all the countries, but some eventually recov-
ered and entered a period of positive, and in some cases rapid, economic
growth. The outcome apparently depended on the particular set of re-
forms each country put into place. Svejnar distinguished two levels of re-
forms. Almost all of the countries initiated “Type I” reforms involving
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macroeconomic stabilization policies, removal of price controls and subsi-
dies, and dismantling of the institutions of the communist system. Some
countries—notably Poland, Hungary, Slovakia, and Slovenia—also pur-
sued “Type II” reforms that permitted the development of government
policies and institutions to support a robust market economy. These in-
cluded privatization of large enterprises and establishment of effective
market-oriented legal systems, commercial banking, regulatory infrastruc-
ture, and labor market regulation. These latter reforms were critical in
providing a reliable tax base for government agencies and for limiting cor-
ruption and rent-seeking behavior. And they appear to have made the
crucial difference in economic performance—the countries that initiated
Type II reforms now have strong economic growth in contrast to those
countries that put into place more limited institutional changes.

This analysis suggests that when it comes to the economic effects of
property, the devil is in the details. It is not enough to eliminate central-
ized control and to provide legal rights to property. Effective economic
performance depends on well-developed public and private institutions to
support the property system and these are often more difficult to develop.

The evidence from changes in patent law further suggests that the devil
might be even more deeply hidden in the details of patent institutions.
Sakakibara and Branstetter (2001) examined the effect of a 1988 law that
increased patent scope in Japan. They found no evidence of an increase in
either R&D spending or innovative output that could be plausibly attrib-
uted to the patent reform. Bessen and Hunt (2004) looked at the effect of
changes in the United States treatment of inventions that involve software.
They found that the number of software patents grew dramatically. Firms
in the software industry acquired relatively few patents, however; instead,
most were obtained by firms in electronics and computer industries
known for stockpiling large arsenals of patents to use as bargaining chips.
Moreover, the firms that acquired relatively more software patents tended
to actually reduce their level of R&D spending relative to sales.

Several studies have looked at the effect of extending patent protection
to pharmaceutical products and processes. Many countries historically
have limited patent coverage of pharmaceuticals, but they extended cover-
age in recent decades under pressure from trade negotiators. Scherer and

Weisburst (1995; see also Challu [1995]) studied the effect of a program
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to strengthen drug patents introduced in Italy in 1978. They found no ev-
idence that drug R&D accelerated within the well-established Italian drug
manufacturing industry after the law change.!” Lanjouw and Cockburn
(2001) studied the effect of the TRIPS treaty (1995), which required about
forty less-developed signatory countries to implement pharmaceutical
patent protection by 2005. Among other things, they looked at the R&D
allocated to products specifically directed to markets in less-developed
countries. They found some increase in spending during the mid- and late
1980s, perhaps in anticipation of the changes. These trends, however, actu-
ally appear to have leveled off or reversed during the 1990s, when the
TRIPS changes went into effect.

All of these studies are subject to the caveat that other, simultaneous
changes might have possibly caused a reduction in innovation or in R&D,
potentially confounding the results. The similarity of results across these
various studies suggests that confounding factors are not responsible for
most of what has been observed. One study used the power of numbers to
limit the explanatory role of possible confounding effects. Lerner (2000,
2002) examined 177 changes in patent law that “strengthened” patents in
a panel of sixty countries over 150 years. In such a large sample the role of
confounding factors should be limited—positive confounding events will
tend to be offset by other, negative confounding events in estimates of the
average response. In his accounting of events that strengthened patents,
Lerner included changes in substantive law that improved the scope or
extent of patent rights and he also included reductions in patent fees.'®
Although the latter does not strictly imply an increase in patent rights, in-
ventors have been found to increase their rates of patenting in response to
cheaper patents (MacLeod et al. 2003). Lerner was not able to directly
measure the effect of these changes on innovation. Instead, he measured
their effect on patenting within the country making the change and also
the effect on patenting by domestic inventors at Great Britain’s Patent Of-
fice. He found that, overall, foreign inventors increased their patenting in
countries that strengthened their patent laws (figure 4.1). Domestic inven-
tors, however, actually patented az a lower rate after the change, both
within their home country and at the British Patent Office. Exploring
alternative specifications, Lerner found that this decline applied more to
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Figure 4.1. Change in Patenting around Patent “Strengthening”
Source: Lerner (2002)

poor nations and nations with initially lower levels of patent protection.
Nevertheless, the overall results seem consistent with the studies of changes
in pharmaceutical patent coverage: it might benefit foreign inventors who
trade in patented goods, but it is not clear from these studies that stronger
patent laws improve domestic innovation.

Qian (2006) conducted a detailed cross-country study of changes in
pharmaceutical patent coverage from 1978 to 2002, controlling for general
property rights and other variables that might affect pharmaceutical innova-
tion. As did Lerner, she found that, in general, changes strengthening patent
coverage for pharmaceuticals do not increase domestic innovation. She
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also found some evidence of a positive effect on innovation among more-
developed countries with greater educational attainment and more market
freedom. Even this effect is limited, however: at high levels of patent
“strength,” additional strengthening measures actually decrease innovation.

Empirical Evidence on Free-Riding

Before we attempt to draw overall conclusions from our review of the lit-
erature, it is helpful to ask whether patents do, in fact, play the role pre-
scribed for them in economic theory. The standard argument is that with-
out patents, inventions will be quickly copied by imitators. Competition
from these “free-riders” will drive down prices, making it impossible for
the inventor to earn sufficient profits to recoup his investment in develop-
ing the invention. Without the promise of secure profits, inventors will
not invest in the first place, or so the argument goes.!” This is a plausible
and oft-told tale, but what is the actual evidence to support it? Do patents
prevent the market entry of free-riders who would otherwise destroy or re-
duce incentives to innovate? Empirical research suggests that the answer is
“sometimes” and “to some extent.” This might help explain the nature of
the findings described above.

The canonical example of the free-riding problem is traditional drug
development (biotechnology is different in some important respects).
DiMasi, Hansen, and Grabowski (2003) estimate that the average out-of-
pocket cost for a drug company to develop a new drug, including the costs
of research projects that were initiated and then abandoned, is $402 mil-
lion (valued in year 2000 dollars and undiscounted). About 70 percent of
this cost is incurred during the clinical trials necessary to obtain govern-
ment approval. Generic drug manufacturers are not required to repeat
these same clinical trials, so their R&D costs are far less than those of the
original manufacturer. This means that when patents expire, generic man-
ufacturers can enter the market and compete at lower prices. Grabowski
and Vernon (2000) find that prices drop to 37 percent of their original
level two years after the entry of generic manufacturers. The higher prices
that pharmaceutical firms charge while they are still “on-patent” allow
them to earn above-normal profits, or “rents,” that more than recoup their
development investments (Dimasi, Hansen, and Grabowski 2003).
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But the pharmaceutical industry might be atypical. Certainly, few other
industries have such a high regulatory burden on initial innovation. Typi-
cally, imitators do not operate at such a large cost advantage relative to initial
innovators. Mansfield, Schwartz, and Wagner (1981), using survey data,
found that imitation cost and time are about two-thirds of the original de-
velopment cost and time on average. This is still an advantage for imitators,
but not a terribly large one; imitators, too, have significant entry costs.

Further, the very nature of pharmaceutical patents—patents on small,
well-defined molecules—might enhance the effectiveness of patenting in
this industry. These patents have clear boundaries that, as we develop
below, promote efficient enforcement of the patent rights. Survey respon-
dents told Mansfield, Schwartz, and Wagner that patents increased imita-
tion costs only 7 percent for electronics and machinery inventions at the
median; the figure was 30 percent for pharmaceutical inventions.

More generally, imitation costs are high apart from issues related to
patents because firms have means other than patents for protecting their in-
novations. Innovators might earn above-normal profits because they have
lead-time advantages, or because they descend a learning curve first. They
might earn additional profits from complementary products and services,
or rely on trade secrecy. Surveys find that in most industries (pharmaceuti-
cals are the exception here), R&D managers report that these other means
of appropriation are more effective than patents in obtaining returns on
their R&D investments (Cohen, Nelson, and Walsh 2000; Levin et al.
1987). For this reason, it is not surprising that survey research has also
found that most inventions are 7ot patented (Arundel and Kabla 1998;
Cohen, Nelson, and Walsh 2000). On average, large European firms ap-
plied for patents on only 36 percent of product innovations and 25 percent
of process innovations. Again, pharmaceutical firms are outliers—they
applied for patents on 79 percent of pharmaceutical products.

Also, it is not clear that the entry of imitators is necessarily detrimen-
tal to innovation as in the canonical reward theory model. If firms can ob-
tain some rents even when competing against a limited number of other
firms, then competition might actually increase innovation. As long as
there is not too much competition, entrants might spur incumbents
to not rest on their laurels (Aghion et al. 2005) and entrants might bring
diverse knowledge that increases the odds of future innovation success
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(Bessen and Maskin 2007). Aghion et al. found that innovation is greatest
when firms earn moderate rents; too much or too little competition re-
duces innovation rates. Gort and Klepper (1982) studied the industry
life-cycles of a number of major new technologies. Most of these in-
dustries follow a pattern: beginning with only one or a few firms in the
market, there is a phase of rapid entry of new firms. This is followed by a
leveling-off and a shakeout, reducing the number of firms and leading to
a mature phase featuring a small number of dominant firms. They found
that innovation rates, for both major and minor innovations, are greatest
during the second and third phases when there is considerable market
entry (figure 4.2). Less innovation occurs when firms face less threat of
competition. On the other hand, patenting rates are greatest during the
shakeout phase (figure 4.3). This suggests that much innovation is not de-
pendent on patenting.
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This evidence does not mean that patents have no value. Rather, the
effectiveness of patents varies by industry and technology and for many in-
dustries and technologies their effectiveness #s limited. This assessment is
supported by estimates of the private value of patents. We find in the next
chapter that the private value of United States patents is about 3 percent of
the value of R&D spending; the private value of worldwide patents held by
United States firms is about 9-18 percent of R&D. This is consistent with
the survey results above—in most industries, most of the value of R&D is
appropriated by other means than patents. Nevertheless, patents have sub-
stantial value and might play a critical role in protecting some innovations.

Tue Bortom LINE: IMPLEMENTATION MATTERS

The empirical evidence we have surveyed does not portray patents as pos-
itively and unambiguously as some patent advocates might prefer. The
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performance record of the patent system is clearly spotty and weak. Some
suggest that the deficiency might be in the data or in the methods used to
analyze it. It might be, as WIPO suggests, that the evidence is just “not
sufficiently developed.”

We argue, to the contrary, that the evidence is indeed conclusive, at
least regarding the specific focus of our inquiry: patents do not deliver the
same kind of economic payoff as do property rights. We make two points.
First, the economic effect of patents is distinctly different from the effect
of general property rights on economic growth. Second, the evidence of
this difference is consistent across a large number of studies using a variety
of methodologies.

The historical evidence, the cross-country evidence, and the evidence
from economic experiments all point to a marked difference between the
economic importance of general property rights and the economic impor-
tance of patents or intellectual property rights more generally. With the
cross-country studies in particular, the quality of general property rights
institutions has a substantial direct effect on economic growth. Using the
same methodology and in the same studies, intellectual property rights
have at best only a weak and indirect effect on economic growth.

The research also suggests a reason why patents differ from general
property rights in motivating economic growth overall: the positive effects
of patents appear to be highly contingent. Differences in technology and
industry seem to have mattered considerably for twentieth-century R&D
managers, as also for the innovative performance of nineteenth-century
World’s Fair exhibitors. Some results from the cross-country studies sug-
gest that less-developed countries have a harder time realizing benefits
from patents and that countries that participate actively in international
trade might benefit more.

Some of these differences arise because of differences in the relative costs
and effectiveness of alternatives to patents. Patents might contribute more
to economic growth in the pharmaceutical industry than they contribute
in electronics industries because the latter can more effectively earn returns
on innovation through lead-time advantage, sales of complementary prod-
ucts and services, and so forth. Other differences might arise because of
subtle differences in patent institutions. Patents might work better in the
pharmaceutical industry because patents on chemical entities have much
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sharper boundaries than patents on software. Patents might have worked
better in the United States of the nineteenth century because patent insti-
tutions performed better than their British counterparts.

Of course, the economic effectiveness of all forms of property depends
on details of the supporting institutions—this is evident from the disparate
growth-paths of Soviet Bloc economies. But the economic effectiveness of
patents might be much more sensitive to the details of the relevant institu-
tions than are general property rights. Perhaps this is because patent law
might be much more specialized, complex, and sophisticated than, say, real
property law, and thus effective institutions might be more difficult to
develop and maintain.

In any case, the empirical economic evidence strongly rejects simplistic
arguments that patents universally spur innovation and economic growth.
“Property” is not a ritual incantation that blesses the anointed with the
fruits of innovation; legislation of “stronger” patent rights does not auto-
matically mean greater innovation. Instead, the effectiveness of patents as
a form of property depends critically on the institutions that implement
patent law. And there appear to be important differences in the effective-
ness of the implementation across different technologies and industries.

On the other hand, we can also reject the view that patents uniformly
stifle innovation. In the pharmaceutical industry and in the nineteenth-
century United States, we see definite evidence that patents do and did
sometimes provide positive private incentives for innovation.

Of course, we have asked and answered an intentionally narrow ques-
tion here. We have not asked whether the patent system is the best way
to encourage innovation. Nor have we even asked whether the total net
effect of the patent system is positive. Some argue, for instance, that
mechanisms such as rewards or purchase contracts would be more so-
cially efficient ways of encouraging pharmaceutical research. Others,
such as Boldrin and Levine (2005), argue that even though patents pro-
vide some individuals with rewards, they are not necessary to encourage
innovation and that they are socially wasteful because they make subse-
quent innovations more difficult. These are interesting and important
questions, but we doubt that they can be answered very well at this time
based strictly on the empirical evidence. That is, the evidence is incon-
clusive with regard to these questions.
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Our approach in the following chapters is to focus on the narrower
questions of whether and where today patents do function effectively as a
property system, what factors affect this performance, and what institu-
tional changes might improve the effectiveness of the patent system. We
limit our inquiry to the extent that we seek to obtain definitive answers. We
do, however, think that the effectiveness of patents as a property system is
central in any case to some of the other considerations noted above. If the
patent system can be made more effective, then this necessarily affects any
comparison to alternative policies. It also affects any assessment regarding
the balance between private incentives for initial innovation and those for
follow-on innovations. If patents can be made to work like property, then
this constitutes a powerful argument in favor of the patent system.



5 What Are U.S. Patents Worth to
Their Owners?

INTRODUCTION

A common argument one hears, especially from patent lawyers, is that
they know that the patent system works because they regularly see people
who benefit from it. For example, Dennis Crouch, a patent attorney and
law professor, made this argument in his popular Patently-O weblog. Re-
sponding to a Wall Streer Journal editorial calling for an overhaul of the
patent system, he wrote,

I had two companies approach me this week about patent work.
They are both small businesses who want to go global. They believe
that they have great innovations, but the only way that they will have
[to] get a fair shake in the world of investors and business develop-
ment is if they begin the process of securing their IP rights.

As you may know, I am upbeat about our patent system. Despite
the bad press, there are genuine success stories that continue to drive
the uniquely American innovative spirit. Let’s bring about legislative
and PTO reforms to fix the problems—and I believe that there are
problems—but the system is far from broken. A complete overhaul
makes interesting press, but it is not the right solution.!
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Now, we do not wish to pick on our colleague Dennis—we like his
weblog after all—but we do think his logic in the quotation above is mis-
leading as a policy argument. Even accepting that his anecdotes are repre-
sentative, we do not believe that an accurate conclusion about the overall
effectiveness of the patent system can be drawn from any number of such
“success stories.”

No doubt Dennis, like most patent attorneys, delivers real value to his
clients. Indeed, in this chapter we show strong quantitative evidence that
patents do deliver significant value to their owners. These estimates of
value are not as large as some advocates might like. Patent values vary con-
siderably across different technologies and types of owners, and they have
not been increasing in recent years, as some have suggested. Nevertheless,
this evidence does support our colleague’s contention that there are indeed
many genuine success stories.

But the difficulty with his argument is that the patent system also im-
poses costs on these same clients as well as on others. As we discussed in
chapters 2 and 3, a badly functioning property system imposes costs that
arise from unanticipated disputes, including litigation costs. Innovators
can benefit from patents and at the same time be burdened with dispute
costs that exceed the value of those benefits. Their own patents might pro-
duce “success stories,” so that it is worthwhile for them to get patents, yet,
at the same time, other people’s patents might generate disputes that are so
costly, innovators might be better off without patents altogether. Some
disputes arise from the innovator’s own patents; these tend to reduce the
ex ante value of those patents. Other disputes arise because an innovator
might inadvertently infringe upon someone else’s patents; these disputes
can arise even if the innovator has no patents of her own. An empirical as-
sessment of the patent system needs to estimate both the benefits and the
costs from both types of disputes and then compare them. Undoubtedly,
some innovators will receive net benefits and some will not, but any judg-
ment about the rigor of patent reform should, ideally, be based on a care-
ful assessment of the overall net benefits.

We begin that assessment in this chapter, estimating the positive incen-
tives that innovators receive from the patent system. Then, in the next
chapter, we estimate patent dispute costs. As discussed in chapter 1, our
approach is not to estimate the entirety of social benefits and costs of the
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patent system, but rather just the more limited effect of the patent system
on innovators incentives to invest in the development and commercial-
ization of new technology. At the end of the next chapter, we estimate the
net private incentive, positive or negative. We obtain this estimate by
subtracting dispute costs from the economic rewards of owning or licens-
ing a patent.

Of course, in any inquiry of this sort, there must remain some uncer-
tainty and ambiguity in the estimates. When facing a range of estimates,
our approach is to make upper-bound estimates (that is, estimates that are
at or near the top of the range) on the benefits and lower-bound estimates
(that is, estimates near the bottom of the range) on the costs. When mak-
ing assumptions we try to be neutral or to make choices that overstate net
patent benefits to innovators. We hope our conservative methodology
gives readers confidence that our negative assessment of the current state
of the U.S. patent system is appropriate.

What Kind of “Value” Do We Want to Measure?

Property works by providing incentives to owners to invest and trade. The
value of these incentives, in the case of patents, is the “reward” that patents
provide. The private value of patents is a measure of the size of this reward.
We can thus measure the positive incentives that patents provide to their
owners by estimating the value of patents to their owners.

Since the word “value” can refer to several different concepts in regard
to patents, it is helpful to make a few distinctions. First, we do not distin-
guish whether or not the value is derived by directly excluding others from
the market or by licensing or selling the patent; ultimately, in both cases,
the value derives from the ability to exclude.? If a firm can exclude rivals
from selling a patented product or from using a patented process, then
that firm can, in many cases, earn greater profits than it would otherwise.
The firm can charge a higher price for a product with limited competition,
or the firm can earn greater margins if it has at its disposal a more cost-
effective process than is available to its rivals. These extra profits are called
“rents.” The firm does not need to be a complete monopolist in order to earn
rents. But the firm does need to be able to exert some market power—to ex-
clude rivals at least partially—in order to receive direct value from a patent.
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But even where a firm does not market a patented product itself and
even when it does not use a patented process, it can still extract value from
a patent by licensing or selling it. Even in this case, the value of the patent
depends on the ability of the licensee or purchaser to extract rents—this is
what makes them willing to pay a royalty or purchase price.

Second, the value of a patent is measured relative to the alternative means
an innovator has for profiting from her invention. As discussed in the previ-
ous chapter, innovators can earn rents without patents via lead-time advan-
tage, profits on complementary goods and services, secrecy, among other
means. In general, patents are 7o the only way that innovators can “get a fair
shake in the world of investors and business development,” in Crouch’s for-
mulation. Firms do not patent a majority of their inventions and about 15
percent of all R&D is performed by firms that obtain no patents at all. So
the private value of a patent is the value of the incremental rents above and
beyond the rents earned by other means. As we shall see, a very substantial
part of firm rents from innovation are obtained by other means. It follows
from such observations as the above that the value of the patent per se is not
the same as the value of the technology to which it is attached. The private
value of the technology is the value of the rents obtained by all means, so this
is generally larger than the value of the relevant patent, often much larger.
Additionally, we are only concerned here with the private value of the
patent, not the social value of the technology. These two can differ signifi-
cantly. For instance, there are likely many instances in which patent owners
capture only a fraction of the value an invention gives to society; this hap-
pens because patent owners capture only part of the value their inventions
deliver to consumers, and because useful information about the invention
“spills over” to other innovators, who use the information without infring-
ing the patent. On the other hand, if a patent on an obvious invention al-
lows a firm to steal business from a rival, then the private value of the patent
could actually exceed the social value of the patent.

Such discrepancies between private value and social value are impor-
tant, but they are not, however, the focus of our investigation. Our limited
aim is to estimate the net incentives that patents provide to innovators. If
the net private incentives are not positive, then patents are not likely to do
a good job of generating net social value either, regardless of whether social
value is greater or smaller than private value.
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EsTIMATES OF VALUE

How can we estimate the value of a patent? One obvious approach is to
ask patent owners. Researchers have surveyed patent owners and asked at
what price they would be willing to sell their patents (Gambardella, Giuri,
and Luzzi 2006; Gambardella, Harhoff, and Verspagen 2006; Harhoff,
Scherer, and Vopel 2003). These studies contain helpful information on
the distribution of patent values but they actually measure the value of the
patent plus the underlying value of the technology.® For this and several
other reasons, the available survey data are not suitable for our purposes.*

Fortunately, economists have devised at least two clever methods to
infer patent value from observed behavior—the behavior of patent own-
ers, in one case, and the behavior of investors, in the other case. Basing the
estimates on observed behavior has several advantages. First, such esti-
mates may be superior to survey-based estimates if economic actors behave
differently than they say they do. Second, the estimates apply quite gener-
ally regardless of the actors’ motivations. For example, if patent owners
value the status of having a patent certificate to hang on the wall, then this
value is reflected in their behavior and captured in our estimates. Finally,
these methods evaluate patent value independently of the value of the un-
derlying technology.

We estimate the value of recent United States patents to their owners
using each method and find that the estimates correspond reasonably well.
We also check these estimates by computing the rents implied by these esti-
mates of patent value and comparing these rents to the actual profits of
patent owners for several important examples. These, too, correspond well.

Estimates of United States Patent Value Based on Renewal Behavior

The first method, devised by Pakes and Schankerman (1984), uses data on
patent renewal behavior. Most patent systems require that patent owners
pay maintenance fees during the term of a patent in order to keep the patent
in force. In Europe, those fees are typically annual. In the United States, be-
ginning in 1980, patent owners had to pay fees after 3.5, 7.5, and 11.5 years
in order to keep patents in force beyond 4, 8, and 12 years, respectively.
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The idea behind this method is very simple. If we observe a patent
owner who, say, declines to pay a fee of $1,000, then we can infer that the
patent is worth less than $1,000. With many such observations over a
large number of patents, we can estimate the distribution of patent values,
including average values.

Here are some representative data for all the United States patents
granted in 1991:

17th Year
4th Year  8th Year  12th Year  (Full term)

Percent expired in year 20% 21% 17% 42%
Average fee due in 1992 $U.S. $814 $1,562 $2,327 —

Nearly 60 percent of these patents are not renewed to term even though
the renewal fees are not large. This suggests that the majority of patents are
not worth more than a few thousand dollars.

How, then, can we derive an average patent value from such data? Al-
though the basic idea is quite simple, sound econometric practice must ad-
dress two major complications. First, the value of a patent changes over
time. Technologies become obsolete. Rivals can figure out ways to “invent
around” a patent. Several researchers have studied the pattern of change
and found that an assumption of constant depreciation is reasonably accu-
rate.” Most of the studies that use renewal data make this assumption, but
those studies that consider more general patterns of depreciation neverthe-
less obtain similar estimates of patent value.

Second, from one patent to another, values can vary considerably. The
distribution of patent values is quite “skewed”; that is, most patents have
lictle value, but a small number are very valuable. Researchers have studied
the distribution pattern of a variety of measures of patent and invention
value, including survey estimates, case studies of inventions and start-up
companies, and university licensing royalties. These values tend to adhere
to the “80-20” rule: 80 percent of the total value is contributed by 20 per-
cent of the inventions.

A sample distribution is shown in figure 5.1. This distribution comes
from a survey of German inventors who reported the values of their
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Figure 5.1. Percentage of Inventions of a Given Value
Source: Harhoff, Scherer, and Vopel (2003)

inventions. The figure shows the relative percentage of inventions at
each given value in thousands of deutsche marks. As can be seen, this dis-
tribution has a long “tail,” representing the small number of inventions
with very large values; a much larger percentage of inventions have low
values. This is important because it means that no single number can rep-
resent the value of patents for all the possible inquiries we might want
to make about patent value. Instead, we estimate the distribution and
estimate mean and median averages. The details of this estimation proce-
dure are described in the sidebar 5.1, “Estimating Renewal Values,”
(pp. 115-17).

Table 5.1 shows estimates of mean and median patent values for the
United States and European countries from a variety of different studies
using this and some closely related methods. The mean value of a United
States patent across all groups of United States patent holders (United
States patents are more valuable to foreigners) at the time of the patent
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Table 5.1.
Estimates of Patent Value
Patent value
DPatent Patent ($U.S. 1992)
Study Issue Year Country Group Median Mean
U.S. Studies
Barney (2002) 1986 u.S. all 5,849 61,896
Bessen (2006) 1991 U.S. all U.S. patentees 7,175 78,168
1985-91 U.S. U.S. public firms, 18,010 113,067
manufacturing
Serrano (2005) 1983-2002 U.S. small business 17,361 47,456
patentees
Putnam (1996) 1974 U.s. also filed abroad 188,355
all (imputed) 78,800
Ocean Tomo U.S. auctioned 23,278
(2006)
European Studies
Baudry and 2002 France all 1,656
Dumont (2006)
Gustafsson 1970-89 Finland all 27,704 30,833
(2005)
Lanjouw (1998) 1975 Germany  computers 7,235 13,027
textiles 4,721 9,695
engines 18,390 27,571
1967-80 pharmaceuticals 5,850 15,219
Schankerman 1970 France pharmaceuticals 2,607 6,893
(1998) chemicals 2,548 7,942
mechanical 4,683 24,165
electronics* 5,049 31,704
Pakes (1986) 1951-79 France all 853 9,000
1950-74 U.K. all 2,424 11,758
1952-72 Germany all 9,993 25,841
Pakes and 1970 U.K. all 2,974 11,128
Schankerman France all 1,354 10,638
(1986) Germany all 9,126 30,564

* In Schankerman (1998) Japanese patents are excluded from the electronics group. In Pakes and Schanker-
man (1986) the values given are for patents in their fifth year.
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grant runs between $50,000 and $80,000 in 1992 dollars. The median
value is closer to $10,000.

The four available studies (five estimates) for the United States cover
somewhat different samples. Barney (2002) studied all patents issued in
1986. Bessen (2006) used one sample of all patents obtained by domestic
patentees and another sample of patents assigned to publicly traded manu-
facturing firms; the latter sample consists of larger firms and has significantly
greater patent values. As will be seen below, larger patentees consistently have
more valuable patents. Serrano (2005) used a sample that excludes individu-
als (and unassigned patents), including only patentees that acquire small
numbers of patents. Putnam (1996) used a sample of patents that were also
filed in one or more other countries. Using data on international filings (in a
model similar to the renewal model), he estimated that patents that were suc-
cessfully filed in the United States in 1974 that were also filed abroad were
worth $188,000 in 1992 dollars. In general, patents that are filed in multiple
countries tend to be much more valuable than patents that are not, so it is not
surprising that Putnam’s mean estimate is substantially higher than the oth-
ers. Using Putnam’s data it is possible to impute the mean value of all United
States patents, including those only filed domestically. This figure is about
$79,000.” Thus these estimates are roughly consistent. As a check, we in-
cluded the mean value of patents sold at the well-publicized Ocean Tomo
auction in April 2006. The traded values of these patents was quite a bit less,
as will be discussed in greater depth in chapter 8.

Most of the research using renewal values had been done for European
nations and the bottom portion of table 5.1 presents these results. The Eu-
ropean patent value estimates are, in general, much smaller. The reported
mean patent values range from $2,000 to $32,000, with an average of
about $16,000. Although these estimates are not directly comparable to
the estimates of United States patent values, they do provide a check on
the United States estimates. A rough calculation suggests that United
States patent values should be about four times larger than patent values in
Germany, France and the United Kingdom, and they are.® The estimates
based on United States renewal data thus appear to be broadly consistent
with the larger literature using renewal data.

Throughout table 5.1, median values are much less than the mean val-
ues because the distribution is highly skewed. The median is a reasonable
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measure of what the “typical” patent is worth.” In fact, the median patent
is not worth very much and might be worth less than the sum of the legal
costs and administrative fees needed to obtain a patent. This means that
patentees are, to some extent, gamblers. Each patent is like a lottery ticket.
Inventors are willing to lose money on many patents for the chance of a
big win on one patent. The mean value, on the other hand, is a better
measure of what an inventor might be willing to pay for such a lottery
ticket before the inventor has information on the quality of the invention.
It is an average that takes into account the small probabilities of the big
wins as well as the more common low-value patents.

Whether the mean or median better represents the reward that patents
promise inventors depends on the inventors’ attitudes to risk. The mean
value will be the more appropriate measure for a large firm that diversifies
by acquiring a portfolio of many patents. The median value might be more
representative for a cash-constrained independent inventor with only a
few patents. In what follows, however, we stake out a conservative path
and use the mean value as the representative average so as to be consistent
with our upper-bound rule.

Estimates of Worldwide Patent Value

The second method for estimating the value of patents relates the market
value of public firms to their assets, including their stock of patents. In ef-
fect, investors reveal the value of a firm’s patents by the amount they are
willing to pay for a firm’s shares. If we separate out that portion of a firm’s
value that can be attributed to the rents earned on patents from other
sources of value, such as physical assets, goodwill, and so forth, then we
will measure the value of those patents. We cannot do this if we only have
data for an individual firm, but if we statistically compare a large number
of firms (multiple regression), we can obtain a measure of the contribution
that patent rents make to firm value.

This measure provides an upper-bound estimate of mean patent value;
that is, it is larger than true patent value by some unknown amount.!”
Nevertheless, even though this estimate is biased upwards, it does serve as
a check on the estimates derived using renewal data. The renewal estimates
have their own shortcomings;'' however, a comparison with estimates
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Table 5.2.
Worldwide Patent Values
Sample Value per patent
Stucy Sample period  (1,000s, $U.S. 1992)
Estimates from Market Value Regressions
Cockburn and Public manufacturing 1980 $213
Griliches (1988) firms
Megna and U.S. public 1972-90 $343
Klock (1993) semiconductor
firms
Hall et al. Public manufacturing  1979-88
(2005) firms
"(using means) $119
"(using medians) $322
Bessen (2006b) Public R&D 1979-97 $370
performing firms
MEAN $275
Estimates Based on Patentee Filing Behavior
Putnam (1994) All patents applied 1974 $230

forin 1974

derived from market value studies suggests that these shortcomings are not
serious (see Bessen [2006b]).

Aside from issues of estimation methodology, there is an important
difference in these estimates: the renewal method estimates the value of
holding United States patents, but the market value regressions effectively
estimate the value of @// the patents taken out on an invention worldwide.
That is, the market value estimate includes the value of the United States
patent plus the values of the corresponding foreign patents. Although our
primary focus is on the performance of the United States patent system,
worldwide patent value estimates serve as a useful upper bound measure.

Estimates derived from the literature are displayed in table 5.2. The
derivation of these estimates is described in Bessen (2006b). Estimates
based on market value regressions range from $119,000 to $370,000, with
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an average of $275,000. Table 5.2 also displays the estimate of $230,000
arrived at by Putnam (1996) for the worldwide value corresponding to
patents held in the United States. These estimates are derived from data on
the number of countries in which patents are filed using a model similar to
the renewal model (each additional country incurs additional fees). This
estimate seems similar.

Recall that the estimate for United States patent value for manufactur-
ing firms (table 5.1) is $113,000. Worldwide patent values appear to be
about 2 to 3 times as large, a reasonable correspondence. These estimates,
it must be remembered, derive from models that do not take into account
differences in patent value between technologies or other patent character-
istics. We now look at some of those differences.

PATENT VALUE Across GROUPS AND TIME

Technology and Size Differences

The previous chapter documented the variation in performance of the
patent system across time, country, and type of inventor. For this reason,
we want to estimate patent values, and, later, patent costs, for different
subgroups. Here and below, we look at two different groupings of inven-
tors, classed by the type of their technology and by their size. These are not
the only groupings we studied, but previous literature shows they are sig-
nificant; we confirm and extend previous results.

First, we consider differences in technology. The evidence indicates im-
portant differences between industries and these appear to be related to
how easily property rights can be defined for different technologies. In
surveys, R&D managers in the chemical and pharmaceutical industries
rank the effectiveness of patents substantially higher than do managers in
other major industries. Only in the pharmaceutical industry did a majority
of managers rate patents as more effective than other means of profiting
from innovation. And only managers in the pharmaceutical and chemical
industries considered patents as essential to developing and marketing
30 percent or more of inventions. Researchers have attributed this sharp
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difference to the comparatively clear boundaries of chemical (including
pharmaceutical) patents:

The most probable explanation for the robust finding that patents are
particularly effective in chemical industries is that comparatively clear
standards can be applied to assess a chemical patent’s validity and to
defend against infringement. The uniqueness of a specific molecule is
more easily demonstrated than the novelty of, for example, a new
component of a complex electrical or mechanical system. Similarly, it
is easy to determine whether an allegedly infringing molecule is phys-
ically identical to a patented molecule; it is more difficult to determine
whether comparable components of two complex systems “do the
same work in substantially the same way.” (Levin et al. 1987)

If, in fact, the boundaries of patents that claim chemicals are more clearly
defined than the boundaries of patents claiming complex technologies, then
patents on chemicals might be more valuable than patents on complex or
other technologies; that is, chemical patents might provide stronger exclu-
sion because they might be more likely to be successfully enforced. Con-
versely, patents on components of complex systems—technologies where
many different inventions are combined into a system—might be less valu-
able because complex interactions between components might make the
boundaries of each component less clear. Also, many more patents might be
necessary to protect a single product.

To explore this conjecture, we used the Patent Office’s technology classi-
fication system to categorize chemical patents and patents that covered
components of complex systems. We identified the chemical patents as
those that primarily claim chemical compositions or molecules.!? Not sur-
prisingly, these patents are primarily held by firms in the chemical and
pharmaceutical industries. The top of table 5.3 shows the median and mean
values of these patents for 1991, along with the values for a number of
other subgroups, obtained using the renewal method. Chemical composi-
tions are, indeed, substantially more valuable than other patents overall.

We identified patents on components of complex technologies as those
from technology classes where litigation tended to involve multiple
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Table 5.3.
Patent Value at Issue, by Subgroups
Median Value Mean Value
(Thousands (Thousands
Value of U.S. Patents Issued in 1991 SU.S. 1992) SU.S. 1992)
Technology Groups
Chemical Compositions 27.5 332.8
Complex (not Chemical) 10.2 52.0
Other 7.6 79.6
Size
Small Entities 2.9 70.1
Large Entities 14.3 105.9
U.S. Individual (or Unassigned) 2.6 25.6
U.S. Non-Gov’t Organization 14.8 115.8
Value of Worldwide Patents, by Industry
Chemical and Pharmaceutical 1,465
Large Pharmaceutical Firms 7,177
Other Industries 260

patents.' This captures the idea that a complex product is likely to in-
fringe multiple, interrelated patents and innovators are likely to obtain
multiple, possibly overlapping, patents to better protect their inventions.
We find that the computer and electronics industries hold the largest share
of these patents, corresponding to intuitions about complex technologies.
We then estimated the value of these patents for 1991. The mean value is
significantly less than the mean value of other patents, although the me-
dian value is a bit higher. So, generally, our estimates of patent value across
different technology types correspond to the intuitions about the effec-
tiveness of patents.

These differences between technology groups correspond loosely to dif-
ferences between industries. The lower part of table 5.3, above, looks at
industry differences in the worldwide values associated with United States
patents held by United States public firms.!* As we might expect, the
patents held by chemical firms are much more valuable than those held by
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other firms. This is especially true for a small number of large pharmaceu-
tical firms (about twenty-five).!°

The other main division among patents that we explore is between those
patents granted to small and large inventors. It is often argued that small
inventors play a special role in the patent system, a subject we explore in
greater depth in chapter 8. Here, however, we simply report the results
in table 5.3: patents granted to small inventors are much less valuable. The
first comparison is between patents granted to large and small “entities.”
According to Patent Office regulations, individuals, nonprofit organiza-
tions (NPOs), and corporations with fewer than five hundred employees
qualify as small entities and are charged lower fees. Large-entity patents are
about five times more valuable in the median, and about 50 percent more
valuable in the mean. Comparing individuals to organizations (mostly cor-
porations), the contrast is even greater. In chapter 8 we explain that this
large difference has important implications for our understanding of mar-
kets for patents.

The large differences in patent value across technologies/industries have
important implications for the comparison we want to make between
the benefits of patents and the costs incurred by the patent system. In
particular, these estimates suggest that the economic benefits of patents
are very highly concentrated among a small number of firms. Over one-
half of the value of worldwide patents accrues to a small number of
large pharmaceutical firms; over two-thirds accrues to firms in the chem-
ical and pharmaceutical industries. When we compare benefits and costs
(as we will in the next chapter), we will be careful to treat this group
separately.

Are Patents Becoming More Valuable?

An important question for our inquiry is whether patent values are increas-
ing over time. Jaffe and Lerner (2004), among others, argue that patents
have gotten “stronger” in recent decades, meaning that it has become more
attractive to patentees to enforce their patents through litigation. If patents
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Figure 5.2. Time Trends in Patentee Win Rates
Sources: Henry and Turner (2006); Moore (2000)

have indeed become stronger since 1991, then estimates made for this year
and earlier years might understate the value of patents.

The best available evidence indicates that this is not the case, however.
Estimates based on market value regressions show that worldwide patent
values were modestly lower during the 1990s than during the 1980s.1°
Moreover, the evidence suggests that patent enforcement did not become
significantly more profitable to patent holders during the 1990s (as will be
discussed further in chapter 7).

This evidence might seem to contradict Jaffe and Lerner, but, in fact,
almost all of Jaffe and Lerner’s evidence concerns the 1980s. One piece of
evidence that they use is the percent of lawsuits “won” by patentees. By
“won” they mean a lawsuit that was decided by a judge or jury (rather than
settled) where at least one patent claim was found to have been valid and
infringed upon (defendants in an infringement suit can challenge the va-
lidity of patent claims; an invalid claim cannot be enforced). The solid line
in figure 5.2 shows this win rate for cases with published court decisions.
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The win rate did, indeed, rise sharply after the creation of the Court of
Appeals for the Federal Circuit (CAFC) in 1982, but it has fallen since
then.!”

Jafte and Lerner advance two other arguments that patents have be-
come stronger. First, they note that juries are pro-patentee compared to
judges, and the use of jury trials has increased. These observations are
correct, but even a series of win rates for jury trials does not show any in-
crease after the mid-1980s (Moore 2000); see the dashed line in figure
5.2. Second, they argue that patent law has grown more favorable to pat-
entees by providing stronger remedies and a decreased risk of invalida-
tion. This argument is based on their reading of the case law, but all of
the case law cited regarding stronger remedies occurred during the 1980s.
Additional evidence suggests that patent litigation has not become more
profitable to patentees during the 1990s.!® And although some recent
cases made it more difficult to find a patent invalid for reasons of obvi-
ousness, evidence from court decisions shows that the risk of patent in-
validation decreased sharply during the 1980s, but has not decreased
since then (Henry and Turner 2006).'? At least one legal scholar (Lunney
2004) argues that during the early 1980s the courts exhibited a pro-
patentee shift, especially regarding invalidation, but that during the 1990s
the courts have acted to narrow the scope of patent rights, favoring the al-
leged infringer.?°

To summarize, there is good evidence of a pro-patentee shift that might
be associated with an increase in patent value during the early and mid-
1980s. Although some legal decisions since then have favored patentees,
there is, however, little evidence of an overall pro-patentee shift during the
1990s. We conclude that there is no evidence to suggest that mean patent
values were greater during the 1990s than they were in 1991 and limited
empirical evidence suggests that they might have been less.

Signiricance: How Big 1s Big?

Are these estimates of patent value large or small? The next chapter pres-
ents the crucial comparison of the private value of patents to the costs
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imposed on innovators by the patent system. Nevertheless, it is interesting
to compare our estimates of patent value to a variety of yardsticks in order
to appreciate the magnitude of the gross incentives patents provide. This is
especially important because various commentators have circulated extrav-
agant claims about the value of patent assets and the profits they produce.
These commentators will likely feel that our estimates of value are too low.
As we shall see, however, our estimates are not only internally consistent,
but they also correspond reasonably well with information from examples
where the profits from patents are known.

The Value of Patent Assets

Using our upper-bound mean estimate of $78,000, the aggregate value
of United States patents granted to private U.S. parties in 1991 was
about $4.4 billion in 1992 dollars—patents matter. This sum substan-
tially exceeds the legal and administrative costs of obtaining those patents
(those costs ran a bit under $1 billion, assuming patent prosecution
cost about $15,000 per patent).?! On average, patents deliver real value
and inventors get their money’s worth for the fees they pay their patent
lawyers.

This is especially true for chemical patents, including pharmaceuticals.
Although these make up only about 15 percent of patents granted in
1991, using the renewal estimates they account for about 45 percent of
the value of those patents. Using the market value estimates of worldwide
patent value in table 5.3, chemical and pharmaceutical patents account for
over three-quarters of all patent value.

Using these same estimates of worldwide patent value, the global
patents held by United States public firms in 1999 were worth $122 bil-
lion in 1992 dollars. This figure is based on our highest estimate of patent
value and it seems quite substantial, but it is still quite small compared to
the claims made about patent value by some commentators. It is widely ar-
gued, for example, that intangible assets have become a central part of the
New Economy:

In recent years intellectual property has received a lot more attention
because ideas and innovations have become the most important
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resource, replacing land, energy and raw materials. As much as three-
quarters of the value of publicly traded companies in America comes
from intangible assets, up from around 40 percent in the early 1980s.
“The economic product of the United States”, says Alan Greenspan,
the chairman of America’s Federal Reserve, has become “predomi-
nantly conceptual.” Intellectual property forms part of those concep-
tual assets. (Cukier 2005)

But some, such as Shapiro and Hassett (2005), go further, contending
that intellectual property constitutes 33 percent of corporate assets,
amounting to about $5 trillion. They obtain this estimate by assuming
that all corporate expenditures on R&D, software, and databases consti-
tute intellectual property.?> They use this analysis to propose that the
United States take “aggressive measures to strengthen global enforcement
of intellectual property rights.”

More careful calculations suggest a rather more modest magnitude, at
least as far as patents go. As we discussed in the previous chapter, firms rely
on other means to earn returns on their R&D than patents (the case is
similar for software investment). For this reason, the value of patents might
be far less than the value of the knowledge related to the associated inven-
tions. Comparing the value of United States patents held by public firms
to their R&D, United States patent value is only about 3 percent of the
value of the corresponding R&D investment. Comparing the worldwide
value of patents held by public firms to their R&D, total patent value is
9-18 percent of the value of the corresponding R&D investment.?® This
means, roughly, that 85 percent of the value of the intangible assets is 7oz
captured via patents and can only very loosely be described as intellectual
property.

Similarly, using firm-level data, the worldwide value of patent stocks
of United States firms is only about 1 percent of their market value,
much less than the 33 percent figure advanced by Shapiro and Hassett
(2005). Moreover, the majority of this value is owned by a small number
of large pharmaceutical firms. Shapiro and Hassett might (or might not)
be right about the need for aggressive global enforcement of intellectual
property rights, but the case cannot be made on the basis of such fantas-
tical figures.
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The Value of Patent Rents

In the next chapter, we compare the litigation costs of patents to the in-
cremental profits that can be attributed to patents per se. These profits are
what economists call “rents”—above-normal returns—and patent rents
are the incremental rents beyond other rents that a firm earns. These rents
can be compared to firm profits and licensing revenues as a check on our
value estimates.

We impute patent rents by assuming a rate of return of 15 percent on
the stock of patent assets net of depreciation.? Using our highest esti-
mates of worldwide patent value from table 5.3, above, United States pub-
lic firms in the chemical and pharmaceutical industries earned patent rents
of about $15.2 billion in 1999 and firms in other industries earned rents
of about $3.2 billion in 1999, both in 1992 dollars.

Are these numbers too low? One way of checking is to compare these
rents to actual net income for a select group of firms. One industry where
profits are supposed to depend heavily on patents is pharmaceuticals.
Comparing patent rents to net income for large pharmaceutical firms
from 1990 through 1997, we find that patent rents were 62 percent of net
income. Assuming that firms earn a 5 percent profit margin under com-
petitive conditions, we find that estimated patent rents accounted for 93
percent of total rents for these firms.?> Patents do not account for all of the
rents of these firms, but then they very likely earn substantial rents aside
from their patents. First, they earn returns on their marketing investments,
which exceed their investment in R&D. Second, they earn abnormal re-
turns because they are in a highly regulated industry with restricted entry.
Note that generic pharmaceutical manufacturers also earn abnormally high
profits. So based on this rough calculation, our estimate of patent rents is
certainly in the right ballpark.

Some readers might wonder why our figures pale in comparison to high
estimates of licensing profits. Rivette and Kline (2000) and many others
tout patent licensing as a great new source of profit. Apparently their en-
thusiasm was stoked by the widely circulated claim that IBM alone earned
$1.5 billion from patent licensing in 1999. How could our estimate of
$3.2 billion be right if IBM alone accounted for nearly one-half of these
rents?
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Sidebar 5.1. Estimating Renewal Values

To estimate the distribution, we need to choose a family of distribu-
tions and “fit” one to the data by choosing the parameters that deter-
mine the specific distribution from that family (for example, the mean
and standard deviation determine the particular distribution from
among the family of normal distributions). To see how this can be
done, figure 5.3 shows an alternative representation of the same data as
appears in figure 5.1. Figure 5.3 is the same as figure 5.1, except that
the x-axis representing value is now shown in logarithmic form, com-
pressing the upper tail. In this form and in the range shown, the data
approximate a normal distribution, the well-known “bell curve.” This
means that the data approximately fit a “lognormal” distribution.
There is other evidence that invention and patent values in general fit a
lognormal distribution reasonably well, and this distribution is what

(Continued)
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Figure 5.4. Cumulative Distribution of Patent Values

most of the patent renewal studies use, although a few use other distri-
butions while obtaining similar results.

To see how renewal data can be fit to a distribution, figure 5.4 shows
the same German invention data again, but now in the form of a cu-
mulative distribution. That is, the first point indicates that 27 percent
of the inventions had value of 100,000 DM or less, the second point
indicates that 54 percent had value of 400,000 DM or less, et cetera.

The solid line shown represents a distribution that fits the data well.
The dashed lines represent other lognormal distributions with different
means. We estimate the distribution by choosing the combination of
mean and standard deviation that fits the data best.

Note that the renewal data in the unnumbered table on page 100,
above, can be described in a similar way to the data in figure 5.4: for 20
percent of the patents it is not worth $814 to keep them in force from
years 4-8, for 41 percent of the patents it is not worth $1,562 to keep

(Continued)
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them in force from years 8—12, and so forth. Given a full set of renewal
data, we can find the lognormal distribution with the parameters
(mean and standard deviation) that best fit the observed cumulative
expiration percentages. Once we have these best-fit parameters, we can

generate estimates of the mean patent value, median patent value, and

other averages.

The answer is simple. The $1.5 billion figure is an “urban legend” based
on window-dressing in IBM’s annual financial reports.?® Beginning in
2000, IBM began listing “IP and licensing royalties” and this figure ex-
ceeded $1 billion ($1.5 billion in 1999, $1.7 billion in 2000, and a bit less
in recent years). The majority of this $1.5 billion figure represented the
value of intellectual property that was sold off, including the IP held by
divisions that were sold off, as well as custom-development revenues. The
actual amount of revenues from their patent licensing program was far
less, about $200 million in 1999, in 1992 dollars.?” Moreover, that figure
is gross of the cost of IBM’s several hundred patent lawyers and it has
fallen to nearly one-half that level since then.

Looking at these data another way, IBM earned gross patent licensing
revenues of about $7,600 per patent in 1999, plus whatever patent rents it
earned by excluding competitors from the market, less the costs of its patent
program. Our estimates of patent rents correspond to annual rents per
patent in 1999 of about $531,000 in the chemical and pharmaceutical in-
dustries and about $39,000 per patent in other industries. IBM’s licensing
revenues correspond quite well with this latter figure, especially considering
the exceptional nature of IBM’s licensing program and the exceptional re-
turns IBM received in 1999.

University patents, which include some of the most valuable technolo-
gies, provide another point of comparison. Based on the 2003 AUTM sur-
vey, universities earned licensing revenues of about $28,000 per patent, in
1992 dollars; this figure is also gross of costs, which consume a substantial
share of this gross revenue (Thursby and Thursby 2003). Considering the
importance of biotech-pharmaceutical patents in university licensing, this
number seems quite modest compared to our estimates of rents.

These benchmarks provide assurance that our estimates of patent
value and patent rents are realistic. Critics who want to contend that we
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substantially undervalue patents need to explain why large pharmaceutical
firms do not have much larger profits and why IBM and universities do
not earn much larger licensing revenues.

In summary, the picture that emerges from these comparisons is that
patents are neither the only nor even the most important means of encour-
aging innovation. On average, patents make a rather small contribution in
this regard. Claims that the U.S. patent system is responsible for current
U.S. technological leadership are exaggerated, as are claims of huge profits
and huge asset values for patents. Nevertheless, certain groups of innovators
do receive large rewards from patents, and patents might nonetheless pro-
vide an important incentive for some innovators. Next we turn to the costs
imposed by the patent system on innovators, so that we can estimate the
net subsidy that patents provide.

Sidebar 5.2. Estimating Patent Value Using Firm Market Value

In a competitive market where firms can enter freely, the market value
of a firm should roughly equal, on average and over time (in long-run
equilibrium), the current value of the assets of the firm. If the market
value were larger than the value of the assets, then the firm could prof-
itably increase its assets by investing more. Also, other firms could prof-
itably enter, driving prices down until the firm market values roughly
equaled their assets.?8 Conversely, if firm market value is less than firm
asset value, the firm can profitably sell off assets. This approximate
equality between market value and assets just means that those assets
earn normal returns. The market value of the firm should also equal the
discounted value of future profits, so if the profit rate equals a normal
return, the investment will equal the discounted returns.

Note that this approximate equality between market value and asset
value assumes competitive markets with free entry. If, on the other
hand, a firm has some market power—an ability to exclude others from

the market to some degree—then firm value would persistently exceed

(Continued)
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the current value of assets. In this case, the assets of the firm earn above-
normal profits; that is, the firm earns rents.

The ratio of firm market value to the current value of the firm’s
assets (replacement value) is known as “Tobins Q” after Nobel
Prize-winning economist James Tobin, who used this ratio to study
investment. Economists have also used average values of this ratio over
time to measure rents. Hayashi (1982) identified the relationship be-
tween rents and market value, and we use his equation to estimate the
portion of rents that can be attributed to patents (Bessen 2006b). But
careful analysis shows that this correlation between patents and firm
value involves more than the direct contribution of patent rents to
firm value; firms also tend to obtain more patents when their R&D in-
vestments are more successful, so patents are also a proxy for the qual-
ity of the firm’s technology. This means that estimates obtained by this
method are larger than the value of the patent rents; that is, they are

uppet-bound estimates.




6 The Cost of Disputes

he private value of patents represents the incremental reward that in-

ventors receive via patents. Innovators invest in research, develop-
ment, and commercialization and their patents provide them rents either
directly, if they market a product using or made with patented technol-
ogy, or indirectly, if they license or sell the patents to others who use the
patents to obtain rents in the marketplace. But every dollar an inventor or
innovator invests in research, development, or commercialization can in-
crease the risk of infringing upon someone else’s patent. This risk—the
expected cost of patent disputes—acts to reduce the profits inventors
or innovators make on their investments. This means that patents can
reduce the incentives to invest as well as increase them. This chapter
estimates the expected costs of disputes for publicly listed firms and com-
pares these costs to the benefits realized by the same firms in their capac-
ity as patent holders. We explore the incentives for other inventors in
chapter 8.

We make two major findings: first, the net incentives provided by the
patent system vary significantly across industries and other groupings. For
example, the chemical and pharmaceutical industries show substantially
more positive incentives than do other industries. Second, although firms
in the chemical and pharmaceutical industries have positive incentives, by
the late 1990s the net incentives of the patent system became significantly



The Costs of Disputes 121

negative outside of these industries. This provides strong evidence that the
current patent system is broken.

Tae ProBLEM OF PateEnT LiTiGATION

Are Defendants in Patent Lawsuits Thieves?

In a well-functioning property rights system, property boundaries are eas-
ily and inexpensively ascertained, and infringement can be avoided by
“clearing” rights: that is, by either making sure trespass does not occur or
by obtaining a license to use the property ex ante. For this reason, few real
property disputes arise from people building houses on land owned by
others (although disputes do arise more frequently when land rights are di-
vided in complex ways). Clearance is efficient.

In contrast, a significant and growing number of very expensive law-
suits occur each year because firms have invested millions of dollars on the
research, development, and commercialization of technology that is al-
legedly owned by others. Figure 6.1 shows the patent litigation “explo-
sion.” If this increase in litigation corresponds to an increasing burden on
investments in new technology, then this tripling of the litigation rate is
troubling.

But what if most alleged infringers have nor invested in R&D? What if
they are “cheaters” who steal others’ technology instead of investing in
R&D? Then the increase in litigation is not so worrisome. Every property
system has some cheaters and incurs social costs in combating cheating,
but such costs in the patent system do not necessarily impose a burden on
genuine innovators. If, on the other hand, most disputes arise from inad-
vertent infringement, then a high and increasing level of disputes does
represent a burden on innovation.

This distinction is important because some people argue that litigation
is mainly about cheaters who get caught. Some people argue that alleged
infringers are thieves and that concerns about excessive litigation are just a
cover for attempts to weaken the patent system. George Jerome voiced
such a view in a letter to the Los Angeles Times. The Times had just run an
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Figure 6.1. U.S. Patent Lawsuits Filed in District Courts
Sources: Administrative Office of the U.S. Courts; John L. Turner

editorial calling for patent reform. It referenced the recent lawsuit that
NTP, a patent holder, filed against Research in Motion (RIM), the maker
of the popular BlackBerry personal digital assistant. Mr. Jerome wrote:

Letter: Patent System Is Protection Against Theft

Like many large companies, 7he Times takes the position that patents
are simply a thorn in the side of big business—not a means for the
small inventor to make a mark on the world. This editorial points out
the recent fight over the BlackBerry, citing the more than $600 mil-
lion paid to the patent holder. Had Research in Motion Ltd. properly
licensed the technology in the first place, or taken legal steps to prove
the underlying patents to be invalid, the issue would have been a non-
starter. Instead, it did as it pleased, took what it wanted, and assumed
lawyers would muck up the works enough to get away with it.



The Costs of Disputes 123

The patent system does not need an overhaul. The standard of
business ethics needs a major overhaul. It is time that large compa-
nies are held accountable for stealing the property of others.

George Jerome

Is patent litigation just evidence that large businesses lack ethics or, in-
stead, does the surge in patent litigation provide evidence that the patent
system is broken? We argue that placing the blame on business ethics is just
a smokescreen. Although some businesses surely cheat, such cheating is not
amajor cause of litigation, especially not a cause of costly litigation. If litiga-
tion were mainly about cheating, we contend, then there would not be so
much litigation and what litigation did occur would be settled quickly. In-
stead, we argue that the very substantial costs of litigation are borne mainly
by inadvertent infringers and that this is indeed a real problem.

A careful examination of the RIM story reveals some of the problems of
Mr. Jerome’s argument. Moreover, the RIM example illustrates aspects of
patent litigation that contradict the cheating story of litigation more gen-
erally. It must first be noted that Research in Motion (RIM) is not a very
good example of an unethical big business. RIM was started by a small in-
ventor and until recently, RIM was a small company.! So, this is really an
example of a small start-up being punished by a small patenter (Thomas J.
Campana, the co-founder of NTP) who did not himself make the invest-
ments to commercialize the innovation.

More generally, large firms are not disproportionately alleged in-
fringers. Mr. Jerome implies that large companies have the finances to hire
the lawyers to “muck up the works” and get away with piracy, but small
companies do not. This seems to suggest that litigation should mainly be
about small inventors suing large firms. But large firms are not sued dis-
proportionately by small firms.> Moreover, small firms have a substantially
greater probability of being sued relative to their R&D spending than do
large firms (Bessen and Meurer 20006). Further, RIM did not infringe to
avoid investing in R&D. RIM has invested nearly half a billion dollars in
R&D, much of it before RIM ever heard of NTP’s patents.

Alleged infringers are not typically copyists who avoid spending R&D.
Among public firms, alleged infringers actually spend 0re on R&D on av-
erage than do plaintiffs in infringement suits (Bessen and Meurer 2000).
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Moreover, even after controlling for a wide range of variables, the more a
firm spends on R&D, all else being equal, the more likely it is to be sued for
infringement. This is inconsistent with the notion that infringers cheat to
avoid R&D. We would expect cheaters to spend less on R&D, all things
again being equal. And to the extent that R&D expenditures can be used to
hide infringing technology, we would also expect greater R&D spending
to be associated with a lower risk of detection. Instead, this pattern is en-
tirely consistent with the inadvertent-infringement explanation—the more
a firm invests in technology, the more it inadvertently exposes itself to
patents of which it is not aware.?

The idea that patent infringers are large R&D spenders also seems to be
at odds with the picture of pirates we hold from other areas of law. Copy-
right and trademark pirates are often small-time operators such as street
vendors. They hope to “fly under the radar” of the property owners’ mon-
itoring efforts. Large retailers, on the other hand, take great pains to make
sure that they are not selling counterfeit goods because any infractions
would likely come to the notice of the property owners and their cus-
tomers. We would expect large technology companies to take great pains
to avoid infringement (as Kodak did) precisely because they are so visible.

This raises yet another point: if RIM consciously stole NTP’s property,
then one would expect RIM to at least make some effort to hide its crime.
Instead, RIM publicized its allegedly infringing technology. RIM came to
NTP’s attention because of a press release that RIM put out—the func-
tional description of RIM’s product in the press release was sufficient for
NTP to determine that an infringement lawsuit could be filed.

It would appear that actual evidence of hiding seems rather limited. Al-
leged infringers often act like RIM. For example, in lawsuits involving soft-
ware, the alleged infringer typically has a publicly available product or service.
Quite frequently patent holders claim that certain publicly observable prod-
uct features are infringing. Moreover, the powerful reverse-engineering tools
available for software mean that publicly available products can easily be
checked for infringement. If most alleged infringers were cheaters, then we
would expect relatively few lawsuits over publicly observable products—
cheaters would avoid technologies where they could not hide their theft. But,
in fact, most patent lawsuits involving software appear to involve publicly
observable features and litigation rates on software patents are relatively high
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(Allison et al. [2004 ]; see also chapter 9 in the present volume). And in gen-
eral, firms report that they can detect infringement in most products, but not
in most processes.* This does not seem to inhibit patent lawsuits over prod-
ucts relative to processes.

Additionally, if RIM’s infringement were a simple story of a cheater
who got caught, then we would expect RIM to settle quickly once it was
caught, not to pursue extended and very costly litigation. Even after the
suit was filed, it appears that, according to news reports, RIM could have
settled for a few million dollars. Instead, it ultimately settled for over $600
million. Moreover, the suit also imposed substantial business losses on
RIM. While the suit was ongoing, many customers delayed purchases or
purchased from rivals. The market share of competitor Palm grew from 22
percent to 30 percent of the market, according to Palm financial reports.

Mr. Jerome in his letter tells us that RIM did not obtain a license up
front because it assumed that its lawyers could “muck up the works enough
to get away with it.” Presumably, this is also why RIM did not settle once
it was caught by NTP. Of course, lawyers can “muck up the works” in all
areas of law (disclosure: one of us teaches law students the art of “Mucking
Up Patent Litigation”; however, he covers both plaintiff- and defendant-
related mucking).

But Mr. Jerome makes a really extraordinary argument. No one sug-
gests that theft of real property occurs because thieves” lawyers can muck
up the works. At the margin, thieves’ lawyers might have the effect of soft-
ening penalties, making them a bit less of a deterrent. But in Mr. Jerome’s
tale, the ability of lawyers to muck up the works is central. In his view,
RIM was so sure that it could get away with cheating that it ignored any
need to license up front, was brazenly open about its theft, and felt no
need to make amends, or even to settle quickly, so as to avoid costly litiga-
tion once its infringement was noticed. And, surprisingly, even though
Mr. Jerome feels that patent lawyers are able to “muck things up” in such
an extraordinary fashion, he does not see a need for patent reform.

And why are lawyers able to muck things 