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Preface 

The cultural-test-bias hypothesis is one of the most important scien
tific questions facing psychology today. Briefly, the cultural-test-bias 
hypothesis contends that all observed group differences in mental 
test scores are due to a built-in cultural bias of the tests themselves; 
that is, group score differences are an artifact of current psychomet
ric methodology. If the cultural-test-bias hypothesis is ultimately 
shown to be correct, then the 100 years or so of psychological 
research on human differences (or differential psychology, the sci
entific discipline underlying all applied areas of human psychology 
including clinical, counseling, school, and industrial psychology) 
must be reexamined and perhaps dismissed as confounded, contam
inated, or otherwise artifactual. In order to continue its existence as 
a scientific discipline, psychology must confront the cultural-test-bias 
hypothesis from the solid foundations of data and theory and must 
not allow the resolution of this issue to occur solely within (and to 
be determined by) the political Zeitgeist of the times or any singular 
work, no matter how comprehensive. 

In his recent volume Bias in Mental Testing (New York: Free 
Press, 1980), Arthur Jensen provided a thorough review of most of 
the empirical research relevant to the evaluation of cultural bias in 
psychological and educational tests that was available at the time that 
his book was prepared. Nevertheless, Jensen presented only one per
spective on those issues in a volume intended not only for the sci
entific community but for intelligent laypeople as well. What is 
needed is a more thorough analysis of the issues of bias in mental 
testing that is written from a variety of perspectives, including inter
disciplinary ones. Further, the field has been anything but static in 
recent years: Much research has been published since Jensen com
pleted his book; new theoretical and conceptual issues have been 
raised; and new areas involving test bias have arisen, such as those 
concerning tests published by the Educational Testing Service. 
Finally, the issue of test bias has hardly been resolved in either its 
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scholarly or its applied forms, as indicated by the opposing judicial 
verdicts handed down in the cases of Larry P. v. Riles and PASE v. 
Hannon. 

This volume presents the views of several prominent authors in 
the fields of cultural test bias specifically and of individual differences 
generally. We have attempted to bring together proponents of the 
major views currently available, although space limitations have 
obviously prevented the presentation of all positions or all possible 
contributors. We have, however, tried to justify the use of the word 
perspectives: Our authors are from different academic disciplines, 
cultural backgrounds, and employment settings. They represent 
scholars, test publishers, private practitioners, and psychologists in 
private industry. Further, they have employed a variety of research 
approaches in addressing the issue of bias, from complex correla
tional approaches to those that are complex experimental. In dealing 
with this area, there are few simple approaches. Each author deals 
with a topic of specific relevance to a full evaluation of the cultural
test-bias hypothesis. Competing views have been purposely pre
sented so as to make clear where the areas of disagreement lie. The 
request to the authors was simple and straightforward: They were 
asked to focus on the empirical, scientific evaluation of the cultural
test-bias hypothesis and to avoid emotional issues. The responses to 
this request, the authors' chapters, are presented with minimal edi
torial alteration, so that readers can clearly see the positions of 
experts in the field at this time and can find the basis for an evalua
tion of the viability of their views. 

Some notes on the organization and content of the book follow. 
The first two chapters provide background information. The first 
chapter, an introduction to the issues by the editors, is an overview 
of the scientific and emotional issues surrounding the test bias 
hypothesis and provides a historical perspective that acts as a context 
for the rest of the book. The chapter by Hunter, Schmidt, and Raus
chenberger is a sophisticated presentation of the methodological and 
statistical considerations that may lead to problems in interpreting 
research in the area, as well as ofthe ethical considerations that must 
guide that research. 

Chapters 3 through 10 present specialized areas of research or 
topics of interest relevant to test bias. As can be seen, these chapters 
cover a diversity of topics from a diversity of perspectives, and by 
design, there has been no attempt to bring unity or any particular 
organization to them. They well represent the variety of method
ological and theoretical approaches that characterizes the field at this 
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time. Harrington, in Chapter 3, offers an unusual perspective on test 
bias: a true experimental model that has attempted, through the use 
of animal subjects, to test the assumptions that underlie standardized 
psychological tests. As might be expected, his approach is not uni
versally accepted, but it is certainly thought provoking. Bernal, in 
Chapter 5, describes a new research project using different types of 
instructions to evoke different levels of performance on intelligence 
tests by different cultural groups. Manning and Jackson discuss the 
charges of test bias that have been leveled against tests produced by 
the Educational Testing Service and describe research that they feel 
successfully answers those charges. Eysenck, in Chapter 8, faces 
head-on one of the issues that underlies the current interest in the 
cultural-test-bias hypothesis: racial differences in intelligence test 
performance. 

The other chapters are more theoretically oriented. Hilliard 
(Chapter 4) and Mercer (Chapter 9) criticize present intelligence tests 
from, respectively, a black and a sociological perspective. Both 
believe that the cultural-test-bias hypothesis is basically correct. Gor
don (Chapter 10) provides a sociological perspective that is not only 
opposed to but highly critical of Mercer's. Humphreys (Chapter 7) 
discusses the issue of test bias in the larger context of the theoretical 
construct of general intelligence. In the last chapter, Jensen updates 
his position as presented in Bias in Mental Testing and critiques the 
other chapters in this volume. Among his criticisms is a statistical 
reevaluation of Bernal's results that leads to questions concerning 
Bernal's interpretation. In a postscript at the end of the book, Bernal 
replies to Jensen's criticism. 

We suffer under no illusion that the test bias issue will be 
resolved to the satisfaction of all for some time to come. Our hope is 
that this book will clarify the positions and the supporting data of 
various camps. We hope that the volume will expose areas where 
little evidence has been gathered and where additional research is 
needed. We hope additionally that the volume will demonstrate that 
even areas of considerable emotional impact and political and social 
implications will benefit from scientific evaluation. 

There are many to whom we owe thanks for assistance in the 
preparation of this book. We appreciate the cooperation of the 
authors in the timely submission of their contributions. The cooper
ation and the encouragement of Leonard R. Pace, formerly of 
Plenum Press, has helped to smooth the development of this volume 
and the series on individual differences of which it is the initial vol
ume. The patience and the support of our wives, Brenda and Sue, 
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and our families has contributed in a major way to the successful 
completion of this book. Finally, the invaluable assistance of the 
office staff at University of North Carolina at Wilmington (Martha 10 
Clemmons and Eleanor Martin), University of Nebraska at Lincoln 
(Linda Weber), and Texas A & M University (Lori Powell) is gratefully 
acknowledged. 

CECIL R. REYNOLDS 

ROBERT T. BROWN 
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CHAPTER ONE 

Bias in Mental Testing 
An Introduction to the Issues 

CECIL R. REYNOLDS 
and 

ROBERT T. BROWN 

Public controversy deals with stereotypes, never in subtle
ties. The Luddites can smash up a device, but to improve a 
system requires calm study . ... Sound policy is not for tests 
or against tests, but how tests are used. But all the public 
hears is endless angry clamor from el(.tremists who see no 
good in any test, or no evil. 

Cronbach,1975,p.l 

Cultural bias in mental testing has been a recurring issue since the 
beginning ofthe testing movement itself. From Binet to Jensen, many 
professionals have addressed the problem, with varying and incon
sistent outcomes. Unlike the pervasive and polemical nature-nur
ture argument, the bias issue has been until recently largely 
restricted to the professional literature, except for a few early discus
sions in the popular press (e.g., Freeman, 1923; Lippmann, 1923a,bl. 
Of some interest is the fact that one of the psychologists who initially 
raised the question was the then-young Cyril Burt (1921), who even 
in the 1920s was concerned about the extent to which environmental 
and motivational factors affect performance on intelligence tests. 
Within the last few years, however, the question of cultural test bias 

CECIL R. REYNOLDS. Department of Educational Psychology, Texas A &. M Univer
sity, College Station, Texas 77843. ROBERT T. BROWN. Department of Psychol
ogy, University of North Carolina, Wilmington, North Carolina 28401. 
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2 CECIL R. REYNOLDS AND ROBERT T. BROWN 

has burst forth as a major contemporary problem far beyond the 
bounds of scholarly academic debate in psychology. For approxi
mately the last decade, the debate over bias has raged in both the 
professional and the popular press (e.g., Fine, 1975). Entangled in the 
larger issues of individual liberties, civil rights, and social justice, the 
bias issue has become a focal point for psychologists, sociologists, pol
iticians, and the public. Increasingly, the issue has become a political 
and legal one, as reflected in numerous court cases and passage in 
the state of New York and consideration elsewhere of "truth-in-test
ing" legislation. The magnitude-and the uncertainty-of the contro
versy and its outcome is shown in two highly publicized recent fed
eral district court cases. The answer to the question "Are the tests 
used for pupil assignment to classes for the educably mentally 
retarded biased against cultural and ethnic minorities?" was "Yes" in 
California (Larry P., 1979) and "No" in Chicago (PASE, 1980), 

Unfortunately, we are all prisoners of our language. The word 
bias has several meanings, not all of which are kept distinct. In rela
tion to the present issue, bias as "partiality towards a point of view 
or prejudice" and bias as "a statistical term referring to a constant 
error of a measure in one specific direction as opposed to random 
error" frequently become coalesced. If the latter meaning did not 
drag along the excess baggage of the former, the issue of bias in men
tal testing would be far less controversial and emotional than it is. 
However, as indicated in the O((ford English Dictionary, bias as par
tiality or prejudice can be traced back at least to the sixteenth century 
and clearly antedates the statistical meaning. We are likely ourselves 
to be biased toward the meaning of partiality whenever we see the 
word bias. The discussion of bias in mental testing as a scientific issue 
should concern only the statistical meaning: whether or not there is 
systematic error in the measurement of mental ability as a function 
of membership in one or another cultural or racial subgroup (Rey
nolds, 1982b)' 

As would be expected, Jensen's Bias in Mental Testing (1980a) 
has hardly stilled the controversy. Since his now-classic "How Much 
Can We Boost IQ and Scholastic Achievement?" (t969), virtually any
thing with Jensen's name on it has had earthquake impact, some 
publications evoking higher Richter-scale readings than others. 
Whatever its actual effect, Bias in Mental Testing was intended to be 
a scholarly presentation of the statistical concepts and the empirical 
research concerning test bias. After an exhaustive evaluation of the 
literature, Jensen concluded that the charge of bias in mental tests 
could not be substantiated. Although virtually all scholars respect 
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Jensen's scholarship and integrity, by no means do all accept his con
clusions. Other recent independent, extensive reviews of the empir
icalliterature have also generally come to the same conclusion as has 
Jensen (e.g., Reynolds, 1982a; Vernon, 1979). Jensen's book has been 
subjected to peer evaluation not only in multiple individual book 
reviews, but in a recent issue of Behavioral and Brain Sciences 
(1980b), in which his position was strongly supported by some 
professionals and just as strongly attacked by others. The present 
book is designed to provide a more extensive presentation of a vari
ety of views on bias than is available elsewhere. It is not intended as 
a critique of Jensen, but as an original scholarly contribution to the 
literature on bias. For that reason, authors have been chosen who 
have a variety of opinions on the issue, but who, for the most part, 
share an interest in an empirical as opposed to an emotional resolu
tion of the issue. Unfortunately, it was not possible to include all 
those qualified to write on the issue. As the acknowledged authority 
in the field, Jensen was invited to comment on the other papers. 

At the outset, we would like to make our position as editors 
clear: In order to maintain its scientific integrity, psychology must 
treat the cultural-test-bias hypothesis as a serious scientific question, 
to be argued and resolved on the basis of empirical research and the
ory rather than on one or another of our many politicosocial Zeit
geister. The history of genetics under T. D. Lysenko in Stalinist Russia 
should be a warning to us all of the danger of political resolutions to 
scientific questions. However impossible full objectivity is in science 
(e.g., Kuhn, 1962) and however much we are trapped by our meta
theoretical views, as well as by our language, we must view all 
socially, politically, and emotionally charged issues from the per
spective of rational scientific inquiry. Moreover, we must be pre
pared to accept scientifically valid findings as real-even if we do not 
like them. Otherwise, we risk psychology's becoming an impotent 
field whose issues will be resolved not by scholars in courts of sci
entific inquiry but by judges in courts of law, and whose practition
ers will be viewed as charlatans with opinions of no more validity 
than the claims of patent-medicine-pushing quacks. Further, it 
behooves us as social scientists to be aware of and sensitive to the 
historical perspective from which some concerned groups may view 
an issue. 

The need for an objective answer to the question /lIs there bias 
in mental testing?" is as manifest as the need to eliminate any such 
bias found. 
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THE CONTROVERSY: WHAT IT IS AND WHAT IT IS NOT 

Systematic group differences on standardized intelligence and 
aptitude tests occur as a function of socioeconomic level, race or eth
nic background, and other demographic variables. Black-white dif
ferences on IQ measures have received extensive investigation over 
the past 50 or 60 years. The preponderance of these studies has been 
reviewed by Shuey (1966) and Tyler (1965), Jensen (1980a) and Will
erman (1979) have reviewed several more recent studies. Although 
the results occasionally differ slightly, depending on the age groups 
under consideration, random samples of blacks and whites show a 
mean difference of about one standard deviation, with the mean 
score of the whites consistently exceeding that of the black groups. 
The differences have persisted at relatively constant levels for quite 
some time and under a variety of methods of investigation. When a 
number of demographic variables are taken into account (most nota
bly socioeconomic status), the size of the mean black-white differ
ence reduces to.5 to.7 standard deviations (e.g., Kaufman, 1973; Kauf
man & Kaufman, 1973; Reynolds & Gutkin, 1981) but remains robust 
in its appearance. All studies of racial and ethnic group differences 
on ability tests do not show higher levels of performance by whites. 
Although not nearly as thoroughly researched as black-white 
groups, Oriental groups have been shown to perform consistently as 
well as, or better than, white groups (Pintner, 1931; Tyler, 1965; will
erman, 1979), Depending on the specific aspect of intelligence under 
investigation, other racial and ethnic groups show performance at 
or above the performance level of white groups. There has been 
argument over whether any racial differences in intelligence are real 
or even researchable (e.g., Schoenfeld, 1974), but the reliability across 
studies is very high, and the existence of the differences is now gen
erally accepted. It should always be kept in mind, however, that the 
overlap among the distributions of intelligence test scores for the dif
ferent races is much greater than the degree of differences between 
the various groups. There is always more within-group variability 
than between-group variability in performance on mental tests. The 
differences are nevertheless real ones and are unquestionably com
plex (e.g., Reynolds & Jensen, 1983), 

The issue at hand is the explanation of those group differences. 
It should be emphasized that both the lower scores of some groups 
and the higher scores of others need to be explained, although not 
necessarily, of course, in the same way. The problem was clearly 
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stated by Eells in his classic study of cultural differences (Eells, Davis, 
Havighurst, Herrick, & Tyler, 1951): 

Do the higher test scores of the children from high socioeconomic back
grounds re1lect genuine superiority in inherited, or genetic, equipment? 
Or do the high scores result from a superior environment which has 
brought about real superiority of the child's "intelligence"? Or do they 
re1lect a bias in the test materials and not any important difference in the 
children at all? (p.4) 

Eells et al. also concisely summarized the cultural-test-bias hypothe
sis as it applied to differences in socioeconomic status (SES): 

If (a) the children from different social-status levels have different kinds 
of experiences and have experiences with different types of material, and 
if (b) the intelligence tests contain a disproportionate amount of material 
drawn from the cultural experiences with which pupils from the higher 
social-status levels are more familiar, one would expect (c) that children 
from the higher social-status levels would show higher I.Q. 's than those 
from the lower levels. This argument tends to conclude that the observed 
differences in pupil I.Q.'s are artifacts dependent upon the specific con
tent of the test items and do not re1lect accurately any important under
lying ability in the pupils. (p. 4) 

Eells was aware that his descriptions were oversimplifications 
and that it was unlikely that all of the observed group differences 
could be explained by anyone of the three factors alone. More 
recently, Loehlin, Lindzey, and Spuhler (1975) concluded that all 
three factors were probably involved in racial differences in intelli
gence. In its present, more complex form, the cultural-test-bias 
hypothesis itself considers other factors than culture-loaded items, as 
will be seen below. But the basics of Eell's summary of the cultural
test-bias hypothesis still hold: Group differences stem from charac
teristics of the tests or from aspects of test administration. Because 
mental tests are based largely on middle-class white values and 
knowledge, they are more valid for those groups and are biased 
against other groups to the extent that these groups deviate from 
those values and knowledge bases. Thus, ethnic and other group dif
ferences result from flawed psychometric methodology and not 
from actual differences in aptitude (Harrington, 1975, 1976). As is 
described in some detail below, this hypothesis reduces to one of dif
ferential validity, the hypothesis of differential validity being that 
tests measure intelligence more accurately and make more valid pre
dictions about the level of intellectual functioning for individuals 
from the groups on which the tests are mainly based than for those 
from other groups. Artifactually low scores on an aptitude test could 
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lead to pupil misassignment to educational programs and unfair 
denial of admission to college, graduate school, or other programs or 
occupations in which such test scores are an important decision
making component. This is the issue over which most of the recent 
court cases have been fought. Further, there would be dramatic 
implications for whole areas of psychological research and practice 
if the cultural-test-bias hypothesis is correct: The principal research 
of the last century in the psychology of human differences would 
have to be dismissed as confounded and largely artifactual because 
much of the work is based on standard psychometric theory and 
testing technology. The result would be major upheavals in the prac
tice of applied psychology, as the foundations of clinical, school, 
counseling, and industrial psychology are strongly tied to the basic 
academic field of individual differences. The issue, then, is one of the 
most crucial facing psychology today (Reynolds, 1980cl. 

On the other hand, if the cultural-test-bias hypothesis is incor
rect, then group differences are not attributable to the tests and must 
be due to one of the other factors mentioned by Eells et al. (1951) or 
to some combination of them. That group differences in test scores 
reflect real group differences in ability should be admitted as a pos
sibility, and one that calls for scientific study. 

The controversy over test bias should not be confused with that 
over the etiology of any obtained group differences in test scores. 
Unfortunately, it has often seen inferred that measured differences 
themselves indicate genetic differences, and therefore the genetically 
based intellectual inferiority of some groups. Jensen has himself con
sistently argued since 1969 that mental tests measure, to a greater or 
lesser extent, the intellectual factor g, which has a large genetic com
ponent, and that group differences in mental test scores may then 
reflect group differences in g. Unless one reads Jensen's statements 
carefully, it is easy to overlook the many qualifications that he makes 
regarding these differences and conclusions. 

But, in fact, Jensen or anyone else's position on the basis of actual 
group differences should be seen as irrelevant to the issue of test bias. 
However controversial, etiology is a separate issue. It would be tragic 
to accept the cultural-test-bias hypothesis as true if it is, in fact, false. 
In that case, measured differences would be seen as not real, and 
children might be denied access to the educational environment best 
suited to them. Further, research on the basis of any group differ
ences would be stifled, as would implementation of programs 
designed to remediate any deficiences. Further, from our perspec
tive, the most advantageous position for the true white racist and 
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bigot would be to favor the test bias hypothesis! Acceptance of that 
hypothesis inappropriately would eventually result in inappropriate 
pupil assignment, less adaptive education for some groups, and less 
implementation of long-range programs to raise intellective perfor
mance. Inappropriate confirmation of the test bias hypothesis would 
appear to maintain, not break down, the poverty cycle (Birch & Gus
sow, 1970). 

The controversy is also not over the blatantly inappropriate 
administration and use of mental tests. The administration of a test 
in English to an individual for whom English is a second language 
and whose English language skills are poor is inexcusable, regardless 
of any bias in the tests themselves. It is of obvious importance that 
tests be administered by skilled and sensitive professionals who are 
aware of the factors that may artifactually lower an individual's test 
scores. That should go without saying, but some court cases involve 
just such abuses. Considering the use of tests to assign pupils to spe
cial-education classes or other programs, a question needs to be 
asked: What would one use instead? Teacher recommendations are 
notoriously less reliable and less valid than standardized-test scores. 
As to whether special-education programs are of adequate quality to 
meet the needs of children, that is an important educational ques
tion, but distinct from the test bias one. This distinction is sometimes 
confused (e.g., Reschly, 1980), 

The controversy over the use of mental tests is further compli
cated by the fact that resolution of the cultural-test-bias question in 
either direction will not resolve the problem of the role of nonintel
lective factors that may influence the test scores of individuals from 
any group, minority or majority. Regardless of any group differ
ences, it is individuals who are tested and whose scores mayor may 
not be accurate. Similarly, it is individuals who are assigned to classes 
and who are accepted or rejected. As indicated by Wechsler (1975) 
and others, nonintellective factors frequently influence performance 
on mental tests. As suggested by Zigler and Butterfield (1967), at least 
two nonintellective factors, informational content and emotional
motivational conditions, may be reflected in performance on mental 
tests. The extent to which these factors influence individual as 
opposed to group performance is difficult to determine. Perhaps 
with more sophisticated multivariate designs, we will be better able 
to identify individuals with characteristics that are likely to have an 
adverse effect on their performance on mental tests. Basically outside 
the major thrust of the issue of bias against groups, potential bias 
against individuals is a serious problem itself and merits research 
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and analysis. Sternberg (1980), also concerned about individual per
formance, observed that research on bias has concentrated on "sta
tus variables" such as ethnicity rather than on "functional variables" 
such as cognitive styles and motivations. 

A different aspect of the test bias hypothesis concerns the effects 
of practice on performance on the standard aptitude tests used in 
decisions regarding college and graduate and professional school 
admissions. Such tests, many produced by the Educational Testing 
Service (ETS), include the Scholastic Aptitude Test (SAT), Graduate 
Record Examination (GRE), Medical College Admissions Test (MCAT), 
and Law School Admissions Test (LSAT). The ETS has consistently 
maintained that relatively short periods of practice have little effect 
on performance on these tests, but a dispute has recently developed 
around the question of how much effect such practice may have and 
under what conditions. On the other hand, Slack and Porter (1980a, 
b) have maintained that training can significantly raise scores on 
these tests and that the tests themselves are not valid measures of 
intellective ability. They have gone so far as to say that students who 
have interpreted low scores on the tests as an indication of their apti
tude have been misled: "We hope that students will remember that 
the scores are unrelated to the quality of their minds" (Slack & Por
ter, 1980b, p. 399, emphasis added), On the other hand, a represen
tative of ETS has defended the use of the tests and has differentiated 
between the effects of short-term "coaching," claimed to be ineffec
tive, and long-term "educational programs" in the skills required on 
the test, which may be effective in raising scores (Jackson, 1980), As 
with other issues, the same data serve as the basis for quite different 
interpretations by people holding opposite positions. This is not the 
place for a discussion of practice effects per se, but the issue becomes 
relevant to questions of test bias in the following way: Programs 
claiming success in raising scores on the ETS-type exams have mul
tiplied in the last few years and have become commonplace in some 
metropolitan centers. Given the spotty distribution of these programs 
and their high cost, members of low SES and rural groups may be 
effectively excluded from participation in programs that would raise 
their scores. In addition, the low income level of many ethnic and 
racial minorities may differentially deprive members of such groups 
of the opportunity to participate in such training programs. The 
most effective programs are also the longest and most expensive; the 
relationship between time in training and score improvement is a 
geometric one, with score increments becoming progressively more 
expensive (Messick & Jungeblut, 1981). Thus, economic and other 
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factors may result in the scores of members of some groups being 
lower than they would have been with the benefit of training. The 
resulting bias, it should be emphasized, would be attributable not to 
differential validity, but to the differential access to programs that 
help to develop the skills tapped by the tests. 

The conflicting claims, the emotional overtones, and the extreme 
positions taken (as indicated in the quotation from Slack and Porter 
above) ensure that the controversy over ETS-type tests will continue 
for some time. 

EMOTIONAL AND POLITICAL ASPECTS OF THE CONTROVERSY 

Discussions of test bias are frequently accompanied by heavily 
emotional polemics decrying the use of tests with any minority and 
considering all tests inherently biased against individuals who are 
not members of the middle-class white majority. Mercer (1973, 1976) 
has contended that current intelligence tests such as the Wechsler 
Intelligence Scale for Children-Revised (WISC-R; Wechsler, 1974) 
measure not aptitude or intelligence, but the Anglocentrism (degree 
of adherence to white middle-class values and culture) of the home. 
Unfortunately, some critics have imputed malevolent intentions to 
test developers and test uses. Williams (1974) has "declared war" on 
the use of standardized tests with minority group members and has 
indicated that his purpose is "to expose the white pimp and hustler 
type psychologists who have been agents in the abuse and dehuman
ization of black people by employing an instrument called the psy
cholOgical test." In presenting the response of the Association of 
Black Psychologists to the American Psychological Association (AP A) 
committee report on the use of educational and psychological tests 
with minority and disadvantaged students (Cleary, Humphreys, Ken
drick, &. Wesman, 1975), Jackson (1975) contended that "under the 
guise of scientific objectivity, it [the committee] has provided a cess
pool of intrinsically and inferentially fallacious data which inflates 
the egos of whites by demeaning black people and threatens to 
potentiate black genocide" (p. 88). 

But the polemics are not all on one side. Some of America's well
known psychologists have adopted stridently racist positions: 

You can no more mix the two races and maintain the standards of civili
zation than you can add 80 (the average I.Q. of Negroes) and 100 (average 
I.Q. of Whites), divide by two and get 100. What you would get would be 
a race of 90s, and it is that 10 pel'Cent that spells the difference between a 
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spire and a mud hut; 10 percent-or less-is the margin of civilization's 
"profit"; it is the difference between a cultured society and savagery. 

Therefore, it follows, if miscegenation would be bad for White peo
pie, it would be bad for Negroes as well. For if leadership is destroyed, all 
is destroyed. (Garrett, undated) 

We are incorporating the negro into our racial stock, while all of 
Europe is comparatively free from this taint. ... The steps that should be 
taken ... must of course by dictated by science and not by political expe-
diency .... The really important steps are those looking toward the pre-
vention of the continued propagation of defective strains in the present 
population. <Brigham, 1923) 

I have seen gatherings ofthe foreign-born in which narrow and slop
ing foreheads were the rule.... In every face there was something 
wrong-lips thick, mouth coarse ... chin poorly formed ... sugar loaf 
heads ... goose-bill noses ... a set of skew-molds discarded by the Crea
tor .... Immigration officials ... report vast troubles in extracting the 
truth from certain brunette nationalities. (Hirsch, 1926) 

These quotations are taken from Karier (1972) and Kamin (1976). 
Brigham later retracted his statements, and other psychologists 
argued strongly for other interpretations of group differences in 
behavior. But the dominant pioneers of the testing movement in the 
United States held strongly hereditarian beliefs that, at the least, had 
racist implications, and they cited "data" to support their positions. 
The emotional and seemingly irrational reactions of some blacks and 
other minorities to the present controversy over test bias may better 
be understood from a historical perspective. 

WHY THE CONTROVERSY EXISTS: HISTORY OF SCIENTIFIC 
RACISM 

History: An account mostly false, of events mostly unimportant, 
which was brought about by rulers mostly knaves, and soldiers 
mostly fools. 

Ambrose Bierce, The Devils Dictionary 

From the early nineteenth century until recently, many of the 
foremost European and American biologists, anthropologists, and 
psychologists have held racist positions. All cited "scientific data" to 
support their positions, data that are now frequently seen as baseless. 
Several recent books have chronicled aspects of the history of sci
entific racism in general (Chase, 1977), of racism in evolutionary the
ory (Gould, 1977), and of the misuse ofIQ test data (Block & Dworkin, 
1976; Eckberg, 1979; Kamin, 1974), Scientists' personal/political views 
have frequently determined their scientific positions. Unfortunately, 
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both Chase and Kamin are themselves guilty of excesses in the oppo
site direction, demonstrating again that history may not exist sepa
rately from the historian. 

Scientific racism has been traced by Chase back to Malthus, who 
proposed early in the 19th century that steps should be taken not to 
alleviate poverty, but to encourage disease among the poor. As 
chronicled by Gould (1978), at approximately the same time in the 
United States, Morton began to acquire what eventually became an 
extraordinary collection of human skulls, representing as many dif
ferent "races" as possible. Using cranial capacity as a measure of 
brain size, Morton reported in 1849 that the capacity of Nordic Cau
casians was largest, of Semitic and Chinese intermediate, and of 
American Indians and Negroes smallest. (This ordering bears a cer
tain resemblance to that based on the IQ studies done on World War 
I inductees and at Ellis Island,) According to Gould (1978), Morton's 
data was widely cited and reprinted as objective anthropometric 
support for the existence of inherent racial differences in intellectual 
capability. Through a reanalysis of Morton's data, however, Gould 
(1978) found that widespread and systematic-although apparently 
unconscious-errors in Morton's methods and calculations 
accounted for all the supposed racial differences in cranial capacity. 
Gould's conclusion concerning Morton may apply to many scientists 
who in the past have offered scientific support of racist doctrine: "All 
I [Gould] discern is an a priori conviction of racial ranking so pow
erful that it directed his tabulations along preestablished lines. Yet 
Morton was widely hailed as the objectivist of his age" (p. 509l. 

Many other nineteenth- and early-twentieth-century biologists 
and anthropologists were equally adept at bending empirical data to 
suit their preconceived theoretical wills. Louis Agassiz, among the 
foremost naturalists of the nineteenth century, believed that blacks 
were a separate and inferior species. Further, he claimed that the 
cranial sutures of blacks closed in mid-childhood, and that the result 
was a rigid cranium. Too much education for blacks, therefore, was 
dangerous because their brains might swell too much, and their 
skulls might burst (Gould, 1977). Haeckel and other supporters of the 
"ontogeny recapitulates phylogeny" doctrine offered recapitulation
ist support for northern European white superiority: Blacks, Indians, 
and other nonwhite groups were inferior because their adult fea
tures and characteristics are evolutionarily primitive. However, reca
pitulationist theory collapsed in the 1920s for a variety of reasons, to 
be replaced partly by the opposing theory of neoteny that humans 
had evolved by retaining into adulthood what had been the juvenile 
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characteristics of our ancestors. As Gould pointed out, this new view 
should have elevated blacks to the top of the scala naturae, but sci
entists simply discarded the earlier recapitulationist data and seized 
new evidence to support the traditional racial hierarchy. Thus, Bolk 
in 1926 claimed that blacks pass prenatally through stages that are 
the final ones for whites and thus mature early. As Gou~d (1977) con
cluded; "The litany is familiar: cold, dispassionate, objective, modern 
science shows us that races can be ranked on a scale of superior
ity .... But the data were worthless" (p. 1271. 

That many psychometricians, from Galton on through Pearson, 
Goddard, Terman, Yerkes, and others, have also held what appear 
to be racist and/or eugenic positions based on questionable data is so 
familiar as to need no retelling here (Block &, Dworkin, 1976; Kamin, 
1974). 

Given this background, it should come as no surprise that blacks 
and other minorities view present evidence of racial differences, par
ticularly any that imply inherent differences, as just another of the 
wolves of preconceived racist beliefs masquerading in the sheep's 
clothing of pseudoscientific evidence. History does not justify the vil
ification and the interference with free speech and inquiry that have 
confronted Jensen, Herrnstein, and others. This legacy, however, 
does call for extraordinary care on the part of present-day research
ers and theoreticians and for a greater than normal degree of scien
tific skepticism. One of our greatest responsibilities as scientists inves
tigating sensitive issues is to ensure that we will not repeat the errors 
of the past, but that we will correct for them. 

WHY THE CONTROVERSY EXISTS: THE NATURE OF 
PSYCHOLOGICAL TESTING 

The question of bias in mental testing arises largely because of 
the nature of psychological processes and the measurement of those 
processes. Psychological processes, by definition internal and not 
directly subject to observation or measurement, must be inferred 
from behavior. Theoretically, in the classic discussion by Mac
Corquodale and Meehl (1948), a psychological process has the status 
of an "intervening variable" if it is used only as a component of a 
system that has no properties beyond those that operationally define 
it, but it has the status of a "hypothetical construct" if it is thought 
actually to exist with properties beyond the defining ones. A histor
ical example of a hypothetical construct is gene, which had meaning 
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beyond its use to describe the cross-generational transmission of 
characteristics. Intelligence, from its treatment in the professional lit
erature, has the status of a hypothetical construct. 

As even beginning psychology students know, it is difficult to 
determine one-to-one relationships between observable events in the 
environment, the behavior of an organism, and hypothesized under
lying mediational processes. Many classic controversies over theo
ries of learning have revolved around constructs such as e}(.pectancy, 
habit, and inhibition (e.g., Hilgard & Bower, 1975; Kimble, 1961; Gold
stein, Krantz, & Rains, 1965), Disputes among different camps in 
learning have been polemical and of long duration. Indeed, there are 
still disputes about the nature and the number of processes such as 
emotion and motivation (e.g., Bolles, 1975; Mandler, 1975). One of the 
major areas of disagreement has been over the measurement of psy
chological processes. It should be expected that intelligence, as one 
of the most complex psychological processes, involves definitional 
and measurement disputes that prove difficult to resolve. 

Assessment of intelligence, like that of many other psychological 
processes in humans, is accomplished by standard psychometric 
procedures that are the focus of the bias issue. These procedures, 
described in detail in general assessment texts (e.g., Anastasi, 1976; 
Thorndike, 1971b), are only briefly summarized here in relation to 
the issue of bias. The problems specific to validity are discussed in a 
separate section. 

Similar procedures are used in the development of any stan
dardized psychological test. First, a large number of items are devel
oped that for theoretical or practical reasons are thought to measure 
the construct of interest. Through a series of statistical steps, those 
items that best measure the construct in a unitary manner are 
selected for inclusion in the final test battery. The test is then admin
istered to a sample, which should be chosen to represent all aspects 
of the population on whom the test will be used. Normative scales 
based on the scores of the standardization sample then serve as the 
reference for the interpretation of scores of individuals tested there
after. Thus, as has been pointed out numerous times, an individual's 
score is meaningful only relative to the norms and is a relative, not 
an absolute, measure. Charges of bias frequently arise from the posi
tion that the test is more appropriate for the groups heavily repre
sented in the standardization sample. Whether bias does, in fact, 
result from this procedure is one of the specific questions that must 
be empirically addressed. 
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As has also been frequently pointed out, there are few charges 
of bias of any kind relating to physical measures that are on absolute 
scales, whether interval or ratio. Group differences in height, as an 
extreme example, are not attributed by anyone we know of to any 
kind of cultural test bias. There is no question concerning the validity 
of measures of the height or weight of anyone in any culture. Nor is 
there any question about one's ability to make cross-cultural com
parisons of these absolute measures. 

The whole issue of cultural bias arises because of the procedures 
involved in psychological testing. Psychological tests measure traits 
that are not directly observable, that are subject to differences in def
inition, and that are measurable only on a relative scale. From this 
perspective, the question of cultural bias in mental testing is a sub
set -obviously of major importance-of the problems of uncertainty 
and of possible bias in psychological testing generally. Bias may exist 
not only in mental tests but in other types of psychological tests as 
well, including personality, vocational, and psychopathological tests. 
Making the problem of bias in mental testing even more complex is 
the fact that not all mental tests are ofthe same quality: Like Orwell's 
pigs, some may be more'equal than others. There is a tendency for 
critics and defenders alike to overgeneralize across tests, lumping 
virtually all tests together under the heading "Mental Tests" or "Intel
ligence Tests." As reflected in the Mental Measurements Yearbook 
(Buros, 1978), professional opinions of mental tests vary considerably, 
and some of the most used tests are not well respected by psycho
metricians. Thus, unfortunately, the question of bias must eventually 
be answered on a virtually test-by-test basis. 

MINORITY OBJECTIONS TO STANDARDIZED PSYCHOLOGICAL 
TESTING 

In 1969, the Association of Black Psychologists (ABP) adopted the 
following official policy on educational and psychological testing: 

The Association of Black Psychologists fully supports those parents who 
have chosen to defend their rights by refusing to allow their children and 
themselves to be subjected to achievement, intelligence, aptitude and per
formance tests which have been and are being used to A. Label black peo
ple as uneducable. B. Place black children in "special" classes and schools. 
C. Perpetuate inferior education in blacks. D. Assign black children to edu
cational tracts. E. Deny black students higher educational opportunities. 
F. Destroy positive growth and development of black people. (quoted in 
Reynolds, 1982a, p.179) 
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Since 1968, the ABP has sought a moratorium on the use of all 
psychological and educational tests with the culturally different 
(Samuda, 1975, and Williams, Dotson, Dow, & Williams, 1980, have 
provided a more detailed history of these effortsl. The ABP carried 
its call for a moratorium to other professional organizations in psy
chology and education. In direct response to the ABP call, the Board 
of Directors of the American Psychological Association (APA) 
requested its Board of Scientific Affairs to appoint a group to study 
the use of psychological and educational tests with disadvantaged 
students. The committee report (Cleary et al., 1975) was subsequently 
published in the official journal of the APA, American Psychologist. 

Subsequent to the ABP's policy statement, other groups have 
adopted policy statements on testing. These groups included the 
National Association for the Advancement of Colored People 
(NAACP), the National Education Association (NEA), the National 
Association of Elementary School Principals (NAESP), the American 
Personnel and Guidance Association (APGA), and others (Committee 
on Testing, 1974; Williams et al., 1980l. The APGA called for the Asso
ciation for Measurement and Evaluation in Guidance (AMEG), a sister 
organization, to 

develop and disseminate a position paper stating the limitations of group 
intelligence tests particularly and generally of standardized psychologi
cal, educational, and employment testing for low socioeconomic and 
underprivileged and non-white individuals in educational, business, and 
industrial environments. 

The APGA also resolved that, if no progress was made in clarifying 
and correcting the current testing of minorities, it would also call for 
a moratorium, but only on the use of group intelligence tests with 
these groups. 

The NAACP adopted a more detailed resolution and joined in the 
call for a moratorium on standardized testing of minority groups at 
its annual meeting in 1974. The text of the NAACP resolution was: 

Whereas, a disproportionately large number of black students are 
being misplaced in special education classes and denied admissions to 
higher educational opportunities, 

Whereas, students who fail to show a high verbal or numerical abil
ity, score low on the Scholastic Achievement Test (SAT), the Law School 
Admissions Test (LSAT), the Graduate Record Examination (GRE), etc., and 
are .. routinely excluded from college and graduate or professional 
education, 

Be it resolved, that the NAACP demands a moratorium on standard
ized testing wherever such tests have not been corrected for cultural bias 
and directs its units to use all administrative and legal remedies to prevent 
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the violation of students' constitutional rights through the misuse of tests, 
and 

Be it further resolved, that the NAACP calls upon the Association of 
Black Psychologists to assert leadership in aiding the College Entrance 
Examination Board to develop standardized tests which have been cor
rected for cultural bias and which fairly measure the amount of knowl
edge retained by students regardless of his or her individual background. 

Be it finally resolved, that the NAACP directs its units to use all admin
istrative remedies in the event of violation of students' constitutional 
rights through the misuse of tests and directs National Office staff to use 
its influence to bring the CEEB and ABP together to revise such tests. 

Also in 1974, the Committee on Testing of the ABP issued a posi
tion paper on the testing of blacks that described their intent as well 
as their position: 

11) To encourage, support and to bring action against all institutions, 
organizations and agenCies who continue to use present psycho
metric instruments in the psychological assessment of Black 
people; 

(2) To continue efforts to bring about a cessation of the use of standard 
psychometric instruments on Black people until culturally spe
cific tests are made available; 

(3) To establish a national policy that in effect gives Black folk and 
other minorities the right to demand that the psychological assess
ment be administered, interpreted, and supervised by competent 
psychological assessors of their own ethnic background; 

(4) To work toward and encourage efforts to remove from the records 
of all Black students and Black employees that data obtained from 
performance on past and currently used standard psychometric, 
achievement, employment, general aptitude and mental ability 
tests; 

(5) To establish a national policy that demands the appropriate pro
portional representation of competent Black psychologists on all 
committees and agencies responsible for the evaluation and selec
tion of tests used in the assessment of Black folk; 

(6) To establish a national policy that demands that all persons 
engaged in the evaluation, selection and placement of Black folks 
undergo extensive training so they may better relate to the Black 
experience; 

(7) To demand that all Black students improperly diagnosed and 
placed into special education classes be returned to regular class 
programs; 

(8) To encourage and support all suits against any public or private 
agency for the exclusion, improper classification and the denial of 
advancement opportunities to Black people based on performance 
tests. 

It should be noted that the statements by these organizations 
have assumed that present tests are biased, and that what is needed 
is the removal of that assumed bias. 
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WHAT ARE THE POSSIBLE SOURCES OF BIAS? 

Many potentially legitimate objections to the use of educational 
and psychological tests with minorities have been raised by black 
and other minority psychologists. Unfortunately, these objections are 
frequently stated as facts on rational rather than empirical grounds 
(e.g., Council for Exceptional Children, 1978; Chambers, Barron, &. 
Sprecher, 1980; Hilliard, 1979). The most frequently stated problems 
fall into one of the following categories: 

(1) Inappropriate content. Black and other minority children have not 
been exposed to the material involved in the test questions or 
other stimulus materials. The tests are geared primarily toward 
White middle-class homes, vocabulary, knowledge, and values. 

(2) Inappropriate standardization samples. Ethnic minorities are 
underrepresented in standardization samples used in the collec
tion of normative reference data. Williams (Wright & Isenstein, 
1977) has criticized the WISC-R (Wechsler, 1974) standardization 
sample for including Blacks only in proportion to the United States 
total population. Out of 2200 children in the WISC-R standardiza
tion sample, 330 were minority. Williams contends that such small 
actual representation has no impact on the test. In earlier years, it 
was not unusual for standardization samples to be all White (e.g., 
the 1937 Binet and 1949 WISe). 

(3) E)(aminer and language bias. Since most psychologists are White 
and speak only standard English, they may intimidate Black and 
other ethnic minorities. They are also unable accurately to com
municate with minority children-to the point of being insensi
tive to ethnic pronounciation of words on the test. Lower test 
scores for minorities, then, may reflect only this intimidation and 
difficulty in the communication process, not lower ability. 

(4) Inequitable social consequences. As a result of bias in educational 
and psychological tests, minority group members, already at a dis
advantage in the educational and vocational markets because of 
past discrimination and thought unable to learn, are dispropor
tionately relegated to dead-end educational tracks. Labelling effects 
also fall under this category. 

(5) Measurement of different constructs. Related to (1) above, this posi
tion asserts that the tests measure different attributes when used 
with children from other than the White middle-class culture on 
which the tests are largely based, and thus do not measure minor
ity intelligence validly. 

(6) Differential predictive validity. Although tests may accurately pre
dict a variety of outcomes for White middle-class children, they do 
not predict successfully any relevant behavior for minority group 
members. Further, there are objections to use of the standard cri
teria against which tests are validated with minority cultural 
groups. That is, scholastic or academic attainment levels in White 
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middle-class schools are themselves considered by a variety of 
Black psychologists to be biased as criteria. (Reynolds, 1982a, pp. 
179-180) 

Contrary to the situation a decade ago, when the current contro
versy began, research now exists that examines each of the above 
areas of potential bias in assessment. This evidence has been 
reviewed elsewhere (Jensen, 1980a; Reynolds, 1982a) and is also dealt 
with throughout this volume. Except for the still unresolved issue of 
labeling effects, the least amount of research is available on the long
term social consequences of testing, although some data are now 
becoming available (Lambert, 1979l. But both of these problems are 
aspects of testing in general and are not limited to minorities. The 
problem of the social consequences of educational tracking is fre
quently lumped with the issue of test bias. Those issues, however, 
are separate. Educational tracking and special education should be 
treated as problems of education, not assessment. This point becomes 
especially clear in examining the Larry P. (1979) decision. 

THE ETHICAL MANDATE AGAINST BIAS 

Many legal cases mandate the elimination of bias in psychologi
cal assessment (Bersoff, 1979, 1982; Connolly &, Connolly, 1978l. 
Recent federal legislation also requires that tests be valid for all pur
poses to which they are applied and that fairness be maintained 
(Education for All Handicapped Children Act of 1975; Section 713 of 
Title 7 of the Civil Rights Act of 1964; Section 504 of the Vocational 
Rehabilitation Act of 1973). Such mandates to eliminate bias have 
been extensively reported in the professional literature. Less fre
quently discussed is the ethical mandate to eliminate bias in psycho
logical assessment. 

Psychologists involved in testing and assessment must remain 
objective regarding the use and the interpretation of test results or 
other information gathered about any individual (or group of indi
vidualsl. Information about tests and individuals' performance on 
tests must be communicated so as to guard against any misuse or mis
interpretation of the information. Where bias against any group or 
any single individual occurs, it must be so indicated, and corrective 
measures must be taken. However, claims of bias must be based on 
objective evidence, just as claims of validity and reliability must be 
substantiated by empirical investigation. Both positions require 
proof. Psychological and educational test publishers and authors 
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share in this ethical mandate regarding the potential bias of tests. It 
is incumbent on test authors and publishers to conduct test bias 
research with their instruments, to report the results ofthese studies 
in professional journals, and to eliminate any observed bias from 
tests to ensure nonbiased measurement. Such empirical research and 
test modification should obviously be part of the standard procedure 
in test design and should be carried out before the publication of 
new tests. 

ASPECTS OF THE TEST BIAS ISSUE 

The definition of test bias has produced considerable and unre
solved debate among measurement and assessment experts. It is nec
essary to define the term bias independently of tests or other issues. 
Bias is an accepted, well-defined, statistical term denoting constant 
or systematic error rather than random, patternless error. As stated 
above, this use of the term is quite distinct from either its legal or its 
common "lay" usage. The academic debates occurring over the 
proper definition and evaluation of test bias have generated a num
ber of models from which to examine the issues (e.g., Cleary et aI., 
1975; Darlington, 1971; Humphreys, 1973; Thorndike, 1971al. 

PRIMARY SELECTION MODELS 

Primary selection models do not typically focus on the test itself; 
rather, they focus on the decision-making system. The primary selec
tion models from which bias is usually viewed are critically exam
ined in the next chapter of this volume by Hunter, Schmidt, and 
Rauschenberger; they have also been reviewed elsewhere by Jensen 
(1980a), and Petersen and Novick (1976). Which decision-making sys
tem is chosen must ultimately be a societal decision (especially as 
regards educational decision-making) that will depend to a large 
extent on the value system and goals of the society. Thus, prior to 
choosing a model for test use in selection, one must decide whether 
the ultimate goal is equality of opportunity, equality of outcome, or 
representative equality (these concepts are discussed in more detail 
in Nichols, 1978). 

Equality of opportunity is a competitive model wherein selec
tion is based on ability. The higher the level of ability possessed by 
an individual, the greater the probability that the individual will be 
afforded opportunities, advancement, specialized training, and so on. 
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With fair and unbiased tests, in an otherwise fair and equal society, 
equality of opportunity is a superlative democratic model. This 
would appear to be the model envisioned by Herrnstein (1973) in his 
"meritocracy." Equality of outcome is a selection model that is based 
on ability deficits. Compensatory and remedial education programs 
are typically constructed on the basis of the equality-of-outcome 
selection models. Children either of low ability or at high risk for 
academic failure are selected for remedial, compensatory, or other 
special education-programs. In a strictly predictive sense, tests are 
used in a similar manner in both of these models. However, in the 
equality-of-opportunity model, selection is based on the prediction of 
a high level of criterion performance, whereas under equality of out
come, selection is determined by the prediction of "failure" or a pre
selected low level of criterion performance in the absence of inter
vention. It is worth noting that the apparent initial failure of 
compensatory and remedial programs to raise the performance of 
disadvantaged children to "average" levels led to many of the cur
rent charges of test bias. Of course, it now appears that considerable 
change in IQ can be effected by intensive intervention programs 
(Heber, 1978) and that the Head Start programs had greater impact 
than was initially apparent (Lazar, Hubbell, Murray, Rosche, & 
Royce, 1977; Zigler, 1976). 

The representative equality model also relies on selection, but 
selection that is proportionate to the numerical representation of 
subgroups in the population under consideration. Representative 
equality is typically thought to be independent of the level of ability 
within each group. However, models can be constructed that select 
from each subgroup the desired proportion of individuals relative to 
the ability level of the group, independent of the ability of the group, 
or on any gradient between these two extremes. Even under the con
ditions of representative equality, it is imperative to employ a selec
tion device (test) that will rank-order individuals within groups reli
ably and validly. 

The only way to ensure fair selection in any of these models is 
to employ tests that are of equal reliability and validity for all groups 
concerned. Of course, the tests should be the most reliable and valid 
for those groups. 

TEST BIAS VERSUS TEST MISUSE 

The issue of test bias reduces to one of test validity. Test use, on 
the other hand, in terms of the applications of the results of psycho-



BIAS IN TESTING: INTRODUCTION TO THE ISSUES 21 

logical tests, is fair or unfair only in relation to societal value systems. 
At present, this value system leans strongly toward the representa
tive-equality selection model. As noted above, all models are made 
more valid through the use of nonbiased tests. That is, the use of a 
test with equivalent cross-group validities results in the most parsi
monious selection model. Test bias, again, is a statistical term: system
atic error in the estimation of some "true" value for a group of indi
viduals. Test misuse, on the other hand, is a political-social problem: 
the inappropriate application of a test in some decision-making pro
cess so as to make unfair or prejudiced selection or assignment. 

Unfortunately, test bias and test misuse are often confused, or 
worse, collapsed into the same issue. Although related, the two issues 
deal with separate questions, both concerning validity. Bias concerns 
differential validity, particularly predictive validity, for different 
groups. Misuse, on the other hand, leads to low predictive validity 
for all individuals, regardless of group membership; Misuse occurs 
when a test is used for selection purposes for which it is invalid gen
erally. The hierarchical relation between bias and misuse is similar 
to the traditional one between test reliability and validity. Reliability 
is needed for validity but does not ensure it. Similarly, a test must be 
unbiased in order to be generally fair, but "unbiasedness" does not 
ensure fairness in any given application. 

For the purpose of empirical analysis and decision making, it is 
important to keep the issues separate. Intertwining questions of mis
use with those of bias only makes it difficult to answer satisfactor
ily-and unemotionally. Worse, an acceptable resolution of one issue 
might, most inappropriately, be taken as a resolution of both. 

CONCEPTS OF VALIDITY 

It has been popular in the general literature on test bias to pro
vide definitions and to research test bias either from the paradigm of 
the traditional tripartite conceptualization of validity (content, con
struct, and predictive or criterion-related validity) or from the dyadic 
model of internal and external validity. These models of validity are 
typically adopted out of tradition or for the purposes of clarity and 
convenience in discussion, and both have problems merk, 1980; Mes
sick, 1980; Shepard, 1980). The greatest difficulty in breaking down 
validity into subcategories is the danger of fragmenting or pigeon
holing the larger context of test validity, thus losing sight of the more 
comprehensive picture. This approach can, inappropriately, lead to 
a narrow examination of potential bias in a given test, with the deci-
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sion on bias being based on a single study of only one facet of the 
test's validity. Messick (1980), for example, listed 17 different types of 
validity, any or all of which may be applicable to any given test or 
testing problem. A scientific model of validity would almost certainly 
have as one of its requirements the hierarchical arrangement of the 
subsets of validity. A scientific model would necessarily require con
tent validity prior to construct validity and construct prior to predic
tive validity or internal prior to external validity. Purely actuarial 
models would require only predictive validity. 

In any scientific, tripartite, dyadic, or other fasciated concep
tualization of validity, it is difficult to distinguish where one type of 
validity ends and another begins. It is particularly difficult, especially 
with regard to test bias, to distinguish where content validity ends 
and construct validity begins. The problem is principally one of dis
tinguishing how we measure from what we measure and how we 
interpret and apply those measurements. Boring's classic position 
(1923) that intelligence is what intelligence tests test is a striking state
ment of this dilemma. The editors of this volume are essentially in 
agreement with Messick (1980) and Guion (1976) that construct valid
ity is the unifying concept of any nomothetical presentation or eval
uation of test validity. In the present chapter, validity is considered 
under the tripartite model of content, construct, and predictive (cri
terion-related) validity. This approach is used for clarity and conve
nience and with a recognition of the caveats discussed above and 
elsewhere (Berk, 1980; Cronbach, 1971; Shepard, 1980), 

Also frequently encountered in test bias research are the terms 
single-group validity and differential validity. Single-group validity 
refers to a test's being valid for only one group and invalid for others. 
Differential validity refers to a test's being somewhat valid for all 
groups concerned but having a varying degree of validity as a func
tion of group membership. Although these terms have been most 
often applied to predictive or criterion-related validity (regression 
systems are then examined for significance and are compared across 
groups), the concepts of single-group and differential validity are 
equally applicable to content and construct validity. 

Before examining the "test bias" definitions of content, construct, 
and predictive validity and the corresponding research methodology 
of each, we give some attention to the concept of culture-free testing 
and the definition of test bias as mean differences in test scores 
between groups. Bias as mean differences has been the popular lay 
definition for some time, has had periodic credibility with the courts, 
and is advocated by Williams and other minority psychologists. 
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CULTURE-FAIR TESTS, CULTURE LoADING, AND CULTURE BIAS 

Culture loading and culture bias are not synonymous terms, 
though the concepts are frequently confused even in the profes
sionalliterature (e.g., Alley & Foster, 1978; Chinn, 1979l. A test or a 
test item can be culturally loaded without being culturally biased. 
Culture loading refers to the degree of cultural specificity present in 
the test or in individual items of the test. Certainly, the greater the 
cultural specificity of a test item, the greater the likelihood of the 
item's being biased against those outside the central culture. The test 
item "Who was the first president of the United States?" represents a 
culture-loaded item. However, the item is general enough to be 
potentially useful with most children in the United States. Yet, the 
cultural specificity of the item is too great to allow the item to be used 
on an aptitude measure for 10-year-old children from Paraguay, 
though it could possibly serve appropriately on an American history 
test with such children. Virtually all mental tests in current use are 
bound in some way by their cultural specificity-in fact, because of 
psychometric standardization procedures, they may inevitably be so 
bound (Harrington, 1975; 1976; Chap. 3l. Culture loading must be 
viewed on a continuum from general (defining the culture in a 
broad, liberal sense) to specific (defining the culture in narrow, 
highly distinctive termsl. 

A variety of attempts have been made to develop a culture-fair 
intelligence test (Cattell, 1979l. The reliability and validity of these 
tests are characterized as inadequate from a psychometric perspec
tive (Anastasi, 1976; Ebel, 1979l. The difficulty in developing a culture
fair measure of intelligence lies in the problem of developing a test 
that is independent of intellectual behavior within the culture under 
study. Intelligent behavior is defined within human society, in large 
part, on the basis of behavior judged to be of value to the survival 
and the improvement of the culture and the individuals within that 
culture. This, of course, was one of Piaget's (1952) defining character
istics of intelligence. A test that is "culture-blind" cannot be expected 
to predict intelligent behavior within a cultural setting. Once a test 
has been developed within a culture (a culture-loaded test), its gen
eralizability to other cultures or subcultures within the dominant 
societal framework becomes a matter for empirical investigation. 

MEAN SCORE DIFFERENCES AS TEST BIAS 

Differences in mean levels of performance on cognitive tasks 
between whites and ethnic minorities are, in and ofthemselves, mis-
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takenly believed to constitute evidence of test bias by a number of 
writers (Alley &. Foster, 1978; Chinn, 1979; Hilliard, 1979; Jackson, 
1975; Mercer, 1976; Williams, 1974; Wright &. Isenstein, 1977). Those 
who support this definition of test bias correctly state that there is no 
valid a priori scientific reason to believe that intellectual or other cog
nitive performance levels should differ across race. What is fallacious 
is the inference that tests demonstrating such a difference are inher
ently biased because there can in reality be no differences. Just as 
there is no a priori basis for deciding that differences exist, there is 
no a priori basis for deciding that differences do not exist. From the 
standpoint of the objective methods of science, a priori or premature 
acceptance of either hypothesis (differences exist vs. differences do 
not exist) is untenable. As indicated above, the history of the area of 
group differences is tainted by a priori judgments-almost all of 
them to the effect that differences do exist and are genetic. It would 
be as tragic for those who believe that differences do not exist to twist 
data to suit their ends. Some adherents to the "mean difference dem
onstrates bias" definition also require that the distribution of test 
scores in each population or subgroup be identical before concluding 
that the test is nonbiased, regardless of its validity: "Regardless of the 
purpose of a test or its validity for that purpose, a test should result 
in distributions that are statistically equivalent across the groups 
tested in order for it to be considered nondiscriminatory for those 
groups" (Alley &. Foster, 1978, p. 2; emphasis in original). Portraying 
a test as biased regardless of its purpose or validity conveys an inad
equate understanding of the psychometric construct and issues of 
bias. It also equates nondiscriminatory with nonbiased. The mean 
difference concept and the equivalent distribution concept of test 
bias have been uniformly rejected as criteria for test bias by sophis
ticated psychometricians involved in investigating the problems of 
bias in assessment. Group differences in scores on mental tests, or 
any other kind of test, per se give no directly applicable information 
regarding test bias. Jensen (1980a) discussed this point extensively 
under the rubric ofthe egalitarian fallacy. 

BIAS IN DIFFERENT ASPECTS OF VALIDITY 

BIAS IN CONTENT VALIDITY 

Bias in the item content of intelligence tests is a common charge 
of those who decry the use of standardized tests with minorities (e.g., 
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Hilliard, 1979; Jackson, 1975; Williams, 1974; Wright & Isenstein, 
1977). Typically, critics review the items of a test and single out spe
cific items as being biased on at least one of these bases: (1) the items 
ask for information that minority or disadvantaged children have not 
had equal opportunity to learn; (2) the items are scored improperly 
because the test author has arbitrarily decided on the only correct 
answer, and minority children are inappropriately penalized for giv
ing answers that are correct in their own culture but not in that of 
the test maker; or (3) the wording of the question is unfamiliar, and 
a minority child who may "know" the correct answer is unable to 
respond because she or he did not understand the question. Each of 
these three criticisms, when ,accurate, has the same basic empirical 
result: The items become relatively more difficult for minority group 
members than for the majority population. This result leads directly 
to the empirically defined, testable definition of content bias for apti
tude tests provided by Reynolds (1982): 

An item or subscale of a test is considered to be biased in content when it 
is demonstrated to be relatively more difficult for members of one group 
than another when the general ability level of the groups being com
pared is held constant and no reasonable theoretical rationale exists to 
explain group differences on the item (or subscale) in question. (p. 188) 

With regard to achievement tests, the issue of content bias is con
siderably more complex. Exposure to instruction, the general ability 
level of the groups, and the accuracy and specificity of the sampling 
of the domain of items are all important variables in determining 
whether the content of an achievement test is biased. Research into 
item (or content) bias in achievement tests has typically, and perhaps 
mistakenly, relied on methodology appropriate for determining item 
bias in aptitude tests. The methodology appropriate to the evaluation 
of content bias under the above proffered definition is questionable 
in examining for bias in achievement test items whenever more than 
one classroom, or especially more than one school or school district, 
is employed, unless there is nearly perfect, proportionate represen
tation of all groups in all classrooms. 

The above definition also recognizes that bias is a two-way phe
nomenon: It may operate against or for certain minorities. Most indi
viduals assume that bias must always adversely affect the minority 
group. In an analysis of content bias in the items of the Boehm Test 
of Basic Concepts (BTBC) , a test Williams (see Wright & Isenstein, 
1977) pointed to as an example of a test with item content inappro
priate for minorities, Piersel, Plake, Reynolds, and Harding (1980) 
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found the item bias to be equally distributed "against" whites and 
minorities. Of 10 biased items, 5 were biased in a direction favoring 
minorities and 5 in a direction favoring the white group. As is rep
resentative of results in studies of bias in item content, however, the 
effect of bias in the BTBC was small, accounting for only about 1 % of 
the variance of any random observation. 

A variety of methods has been employed for examining content 
or item bias (see especially Berk, 1982; Jensen, 1980a,b; Reynolds, 
1982b) by which researchers have attempted to determine a set of 
common characteristics of test items that cause the items to be 
biased. Thus far, such efforts have met with total failure. Panels of 
expert judges from both minority and majority groups have also 
proved to be no better than chance in a priori predictions of which 
items on a test will ultimately be found to be biased. Although the 
search for common item traits contributing to bias will continue, the 
clue to this mechanism remains unknown and, unfortunately, may 
lie in the extreme power of the statistical methodology typically 
employed in studies of item bias. Cross-validation studies are needed 
to confirm the external validity of findings in studies of item bias. 

BIAS IN CONSTRUcr VALIDITY 

There is no single method for the accurate determination of the 
construct validity of educational and psychological tests. The defini
tion of bias in construct validity, then, requires a general statement 
that can be researched from a variety of viewpoints with a broad 
range of methodologies. A definition has been offered by Reynolds 
(1982a): 

Bias exists in regard to construct validity when a test is shown to measure 
different hypothetical traits (psychological constructs) for one group than 
another or to measure the same trait but with differing degrees of accu
racy. (p. 194) 

As befits the concept of construct validity, many different meth
ods have been employed to examine psychological tests and test bat
teries for potential bias in construct validity. One of the more popular 
and necessary empirical approaches to investigating construct valid
ity is factor analysis (Anastasi, 1976; Cronbach, 1970). Factor analysis, 
as a procedure, identifies clusters of test items or clusters of subtests 
of psychological or educational tests that correlate highly with one 
another, and less so or not at all with other subtests or items. Factor 
analysis allows one to determine patterns of interrelationships of 
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performance among groups of individuals. For example, if several 
subtests of an intelligence scale load highly on (are members of) the 
same factor, then individuals scoring highly on one of these subtests 
would be expected to score highly on other subtests that load highly 
on that factor. 

Psychologists attempt either to determine through a review of 
the test content and correlates of performance on a given factor what 
psychological trait underlies performance or, in a more hypothesis
testing approach, to predict the pattern of factor loadings. Hilliard 
(1979), a persistent critic ofIQ testing with minorities, has pointed out 
one potential area of bias dealing with the comparison of factor anal
ysis of tests across race: 

If the IQ test is a valid and reliable test of "innate" ability or abilities, then 
the factors which emerge on a given test should be the same from one 
population to another, since "intelligence" is asserted to be a set of mental 
processes. Therefore, while the configuration of scores of a particular 
group on the factor profile would be expected to differ, logic would dic
tate that the factors themselves would remain the same. (p. 53) 

Identical factors across populations mayor may not reflect the 
innateness of the abilities being measured. However, the factor anal
ysis of test results across populations provides consistent evidence 
that whatever is being measured by the instrument is measured in 
the same manner and is, in fact, the same construct in each group. 
Over the past decade, a number of factor-analytic studies have com
pared the factor structure of a cognitive test or battery of tests for 
children across diverse cultural groups. These studies have invaria
bly supported the consistency of factors across groups (Reynolds, 
1982al. The information derived from comparative factor-analysis 
studies across populations is directly relevant to the use of educa
tional and psychological tests for diagnosis and other kinds of deci
sion making. In order to make consistent interpretations of test score 
data, psychologists must be certain that the test measures the same 
variable across populations. 

Other techniques must be employed to adequately assess con
struct validity, however. Reynolds's (1982a) definition requires equiv
alent internal consistency estimates across groups. Multitrait, multi
method test validation matrices must also be examined across groups 
if one is to determine consistency of outcome prior to concluding 
that a test is measuring the same construct for all concerned. With 
tests for children, the relationship between increases in chronologi
cal age and raw scores on the test should be essentially equivalent. 
Methodology for and outcome research on these and other problems 
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of bias in construct validity have been reviewed in several sources 
(Jensen, 1976, 1980a; Reynolds, 1980a, 1982a,bl. 

The evaluation of cultural bias in construct validity is crucial to 
the entire issue of cultural test bias, not only for the practical appli
cation of psychometric methods and tests, but for theoretical 
research; if there is cultural bias in the construct validity of a test, all 
research outcomes of studies wherein the test has been employed 
with the groups for which bias exists must be entirely recast in light 
of the evidence of bias and must potentially be discarded altogether. 

BIAS IN PREDICTIVE OR CRITERION-RELATED VAUDITY 

Evaluating bias in the predictive validity of educational and psy
chological tests is less related to the evaluation of group differences 
in mental test scores than to the evaluation of individual test scores 
in a more absolute sense. This is especially true of aptitude (as 
opposed to diagnosticl tests where a primary purpose of administra
tion is the prediction of some specific future outcome or behavior. 
Internal analyses of bias in content and construct validity are less 
confounded than analyses of bias in predictive validity, however, 
because of the potential problems of bias in the criterion measure. 
Predictive validity is also strongly influenced by the reliability of cri
terion measures, which frequently is poor. The magnitude of the 
problem is made clearer by the following relationship: The degree 
of the relation between a predictor and a criterion is restricted as a 
function of the square root of the product of the reliabilities of the 
two variables. 

Arriving at a consensual definition of bias in predictive validity 
is also a difficult task, as has already been discussed. Yet, from the 
standpoint of the traditional practical applications of aptitude and 
intelligence tests in forecasting probabilities of future performance 
levels, predictive validity is the most crucial form of validity in rela
tion to test bias. Much of the discussion in professional journals con
cerning bias in predictive validity has centered on the models of 
selection discussed previously in this chapter. Looking directly at 
bias as a characteristic of a test and not of a selection model, the def
inition of test fairness of Cleary et al. (1975l, as restated by Reynolds 
(1982al, is a clear, direct statement of test bias with regard to crite
rion-related or predictive validity: 

A test is considered biased with respect to predictive validity when the 
inference drawn from the test score is not made with the smallest feasible 
random error or if there is constant error in an inference or prediction 
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as a function of membership in a particular group. (Reynolds, 1982a, 
p.201) 

29 

The evaluation of bias in prediction under the Cleary et al. (1975) 
definition (the regression definition) is quite straightforward. With 
simple regressions, predictions take the form of 

A 

Yi = aXi + b 

where a is the regression coefficient and b is some constant. When 
this equation is graphed (forming a regression line), a represents the 
slope of the regression line and b the V-intercept. Given our defini
tion of bias in predictive validity, nonbias requires errors in predic
tion to be independent of group membership, and the regression line 
formed for any pair of variables must be the same for each group for 
whom predictions are to be made. Whenever the slope or the inter
cept differs significantly across groups, there is bias in prediction if 
one attempts to use a regression equation based on the combined 
groups. When the regression equations for two (or more) groups are 
equivalent, prediction is the same for those groups. This condition is 
referred to variously as homogeneity of regression across groups, 
simultaneous regression, or fairness in prediction. Whenever homo
geneity of regression across groups does not occur, separate regres
sion equations should be used for each group concerned. 

In actual clinical practice, regression equations are seldom gen
erated for the prediction of future performance. Rather, some arbi
trary, or perhaps statistically derived, cutoff score is determined, 
below which "failure" is predicted. For school performance, a score 
of two or more standard deviations below the test mean is used to 
infer a high probability of failure in the regular classroom if special 
assistance is not provided for the student in question. Essentially, 
then, clinicians are establishing prediction equations about mental 
aptitude that are assumed to be equivalent across race, sex, and so 
on. Although these mental equations cannot be readily tested across 
groups, the actual form of criterion prediction can be compared 
across groups in several ways. Errors in prediction must be indepen
dent of group membership. If regression equations are equal, this 
condition is met. If one wants to test the hypothesis of simultaneous 
regression, the slopes and the intercepts must both be compared. An 
equally acceptable alternative method, especially with multiple inde
pendent measures, is the direct examination of residuals through 
ANDV A or a similar design (Reynolds, 1980b, 1982bl. 
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In the evaluation of slope and intercept values, two basic tech
niques have been most often employed. Gulliksen and Wilks (1950) 
and Kerlinger and Pedhazur (1973) have described methods for sep
arately testing regression coefficients and intercepts for significant dif
ferences across groups. Using separate, independent tests for these 
two values considerably increases the probability of a decision error 
and unnecessarily complicates the decision-making process. Potthoff 
(1966) has described a useful technique that allows simultaneous test
ing of the equivalence of regression coefficients and intercepts across 
K-independent groups with a single F ratio. If a significant F results, 
one may then test the slopes and intercepts separately for informa
tion concerning which value differs. When homogeneity of regres
sion does not occur, there are three basic conditions that can result: 
(1) the intercept constants differ; (2) the regression coefficients (slopes) 
differ; or (3) the slopes and the intercepts differ. 

When the intercept constants differ, the resulting bias in predic
tion is constant across the range of scores. That is, regardless of the 
level of performance on the independent variable, the direction and 
the degree of error in the estimation of the criterion (systematic over
or underprediction) remain the same. When the regression coeffi
cients differ and the intercepts are equivalent, the direction of the 
bias in prediction remains constant, but the amount of error in pre
diction varies directly as a function of the distance of the score on the 
independent variable from the origin. With regression coefficient dif
ferences, then, the higher the score on the predictor variable, the 
greater the error of prediction for the criterion. When both slopes 
and intercepts differ, the situation becomes even more complex: Both 
the degree of error in prediction and the direction of the "bias" vary 
as a function of the level of performance on the independent varia
ble. The results of these various conditions are presented in detail in 
Reynolds (1982a), Generally, research on predictive bias with pre
school, school-aged, and college-aged individuals has shown either 
no bias in prediction or an intercept-only bias that has resulted in 
constant overprediction of minority performance on the criterion 
(Reynolds, 1982a), 

BIAS IN THE EVALUATION OF PSYCHOPATHOLOGY 

The potential for cultural bias in personality measures, both 
objective and projective techniques, has not received nearly the same 
attention as cognitive tests. Personality and overt behavior are almost 
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certain to be more culturally determined than are one's intellectual 
skills. Cross-racial studies of personality scales typically have not 
been cast in the paradigm of bias but have looked at differential 
responding as reflecting differences in a given personality dimen
sion. Whether the same dimensions of personality and overt behav
ior exist cross-racially has been little researched. Evidence is now 
being brought to light, however, that there may be a significantly 
greater likelihood of cultural bias in personality assessment than in 
cognitive assessment (e.g., Reynolds & Paget, 1983; Reynolds, Plake, 
& Harding, 1983). The methodology of research on bias for cognitive 
measures is equally applicable to standardized personality measures: 
The question of cultural bias in personality assessment is in dire need 
of investigation and need not await any further methodological 
refinements, though some paradigmatic shifts in thinking will need 
to occur. 

Several interesting studies of bias in the diagnosis and evaluation 
of psychopathology and behavior have recently appeared, though 
they do not examine the tests in use. Lewis, Balla, and Shanok (1979) 
recently reported that when black adolescents were seen in com
munity-mental-health settings, behaviors symptomatic of schizo
phrenia, paranoia, and a variety of psychoneurotic disorders were 
frequently dismissed as only "cultural aberrations" appropriate to 
coping with the frustrations created by the antagonistic white cul
ture. Lewis et al. further noted that white adolescents exhibiting sim
ilar behaviors were given psychiatric diagnoses and were referred 
for therapy and/or residential placements that were not provided 
blacks. Lewis et al. contended that this failure to diagnose mental ill
ness in the black population acts as a bias in the denial of appropriate 
services. Another study (Lewis, Shanok, Cohen, Kligfeld, & Frisone, 
1980) found that "many seriously psychiatrically disturbed, aggres
sive black adolescents are being channeled to correction facilities 
while their equally aggressive white counterparts are directed 
toward psychiatric treatment facilities" (p. 1216). The expressed "fail
ure" of mental health workers to diagnose these black adolescents as 
emotionally disturbed may be attributed to the critics of the psycho
logical testing of minorities. These workers have been told repeat
edly that behaviors that are unacceptable in the society at large are 
not only acceptable in the black culture but adaptive and in some 
cases necessary. 

Plaintiffs' witnesses in Larry P. (1979) and PASE (1980) indicated, 
for example, that, although it might be appropriate for a white mid
dle-class child to respond to a much smaller child who starts a fight 
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by not fighting and by seeking other solutions, black children must 
respond by fighting back because any other response would be 
nearly suicidal in the black ghetto culture. Through such criticisms, 
psychologists are led (1) to believe that aggression and violence are 
not pathological among certain groups and (2) to interpret the behav
ior and personality test scores of members of these groups differ
ently. Reynolds (1982a) reviewed a number of studies from the cog
nitive realm that indicate a similar phenomenon with regard to 
special class placement. When faced with obtained IQs, practicing 
clinicians tend to overestimate the "true IQ" of blacks relative to that 
of whites. Further, when IQ and achievement in the classroom are 
held constant, black children are less likely to be recommended for 
special class placement than their white counterparts. This particu
lar type of bias works consistently to keep blacks and other minori
ties out of treatment programs, whether the treatment programs are 
viewed as desirable (psychiatric treatment vs. prison) or undesirable 
(regular classroom vs. a classroom for mentally retarded persons). 
Test interpretations should not be modified on the basis of an exter
nally perceived desirability of programming for one or another 
group. How can tests be considered biased in the case of regular ver
sus special-education placement and not biased in the case of incar
ceration versus mental health treatment? Whether the existing 
interpretive bias is viewed as "discriminatory" depends on whether 
one regards the contemplated services as being beneficial or harmful 
to the individual involved. 

As noted earlier, however, modifications in test interpretation 
cannot ethically be undertaken on the basis of anecdotal or "expert 
witness" testimony. The decision to modify test score interpretations 
must ultimately be guided by empirical data. Much has been done in 
the cognitive arena, but bias in noncognitive measures is a recent 
consideration. The discussions that follow in this volume should 
shed considerable light on the existing data and on the many view
points from which they can be seen. 

CONCLUSION 

The issues regarding cultural bias in psychological and educa
tional assessment are complex and are not given to simple resolution. 
The number and variety of polemic as well as rational statements 
made by otherwise objective professionals is certainly one indication 
of the different levels-scientific, educational, legal, sociopolitical, 
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and emotional-involved in the issue of bias. The controversy over 
bias may remain with psychology and education as long as has the 
ubiquitous and perpetual nature-nurture controversy. It is the edi
tors' conviction, however, that an empirical resolution of the test bias 
controversy is possible. At present, only scattered, inconsistent evi
dence of bias exists, and only of bias in support of disadvantaged eth
nic minorities. The few findings of bias do suggest several guidelines 
that should be followed in order to ensure nonbiased assessment: (1) 

Assessment should be conducted with the most reliable instrumen
tation available, and (2) multiple abilities should be assessed. In other 
words, psychologists need to view multiple sources of accurately 
derived data before making decisions concerning individuals. One 
hopes that this is what has actually been occurring in the practice of 
psychological assessment, although one continues to hear isolated 
stories of grossly incompetent placement decisions' being made. This 
is not to say that psychologists should be blind to an individual's cul
tural or environmental background. Information concerning the 
home, the community, and the school environment must all be eval
uated in individual decisions. Yet, the psychologist cannot ignore the 
fact that low-IQ, ethnic, disadvantaged children are just as likely to 
fail academically as are white, middle-class, low-IQ children, pro
vided that their environmental circumstances remain constant. 
Indeed, it is the purpose of the assessment process to beat the pre
diction and to provide insight into hypotheses for environmental 
interventions that will prevent the predicted failure. 

Test developers are also going to have to become more sensitive 
to the issues of cultural bias to the point of demonstrating whether 
their tests have differential content, construct, or predictive validity 
across race or sex prior to publication. Test authors and publishers 
need to demonstrate factorial invariance across all groups for whom 
the test is designed in order to make the instrument more readily 
interpretable. Comparisons of predictive validity are also needed 
across race and sex during the test development phase. With the 
exception of some recent achievement tests, this has not been com
mon practice, yet it is at this stage that tests can be altered through a 
variety of item analysis procedures to eliminate any apparent racial 
or sexual bias. 

A number and variety of criteria need to be explored further 
before the question of bias is empirically resolved. Many different 
achievement tests and teacher-made, classroom, specific tests need to 
be employed in future studies of predictive bias. The entire area of 
the differential validity of tests in the affective domain is in need of 
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exploration. With the exception of a few limited studies of differen
tial construct validity (e.g., Katzenmeyer & Stenner, 1977; Ozehosky 
& Clark, 1971; Reynolds & Paget, 1983), little work has been done 
evaluating the validity of psychologists' interpretations of objective 
personality-test data across race and sex. This is an important area 
for examination, as more objective determinations of emotional dis
turbance are required. It will also be important to stay abreast of 
methodological advances that may make it possible to resolve some 
of the current issues and to identify common characteristics among 
findings of bias that are now seen as irregular or random and 
infrequent. 

In the pages that follow, many different views toward bias are 
expressed. It is noteworthy that all are scholarly and nonpolemic 
and directed toward a resolution of the issue. Obviously, the fact that 
such different views are still held indicates that resolution lies in the 
future. The editors' hope is that, in the reader's coalescing of the 
information and the positions regarding bias that follow, new 
approaches to the question will arise. As far as the present situation 
is concerned, clearly all the evidence is not in. Were a scholarly trial 
to be held, with a charge of cultural bias brought against mental tests, 
we feel that the jury would return not a verdict of "guilty" or "inno
cent," but the verdict that is allowed in British law: "Not proven." 
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CHAPTER TWO 

Methodological, Statistical, and 
Ethical Issues in the Study of Bias 

in Psychological Tests 

JOHN E. HUNTER, 
FRANK L. SCHMIDT, 

and 
JOHN RAUSCHENBERGER 

TEST FAIRNESS VERSUS ETHNIC IMBALANCE 

The hypothesis that tests are biased against minority groups asserts 
that scores on psychological tests may be accurate estimates of the 
ability of majority white test-takers but they are poor estimates of the 
ability of minority persons. This hypothesis can be tested empirically 
with data from any domain. If tests are biased, then evidence of bias 
should be found in every domain in which tests are used. If the evi
dence in any domain shows ability tests to be unbiased, then the 
hypothesis of bias must be abandoned. Findings suggesting bias in 
another domain would have to be explained by some other hypoth
esis that is specific to that domain. 

An analogy can be drawn with physical measurement. If some
one hypothesized that a certain yardstick actually was 38 rather than 
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36 inches long, then that hypothesis could be tested in any laboratory 
with proven instruments. If one lab found the measurement to be 36 
rather than 38 inches long, the hypothesis of bad measurement need 
not be tested in other labs. 

This chapter focuses primarily on the employment domain, 
where ability tests are used to predict job performance. The massive 
data now available from test validation studies in that domain show 
clearly and unequivocally that tests have no bias in measuring abil
ity. In particular, a minority person with a low ability-test score will, 
on the average, perform just as poorly on the job as would a majority 
worker with the same low score. 

Because tests are not biased in the employment domain, they 
cannot be biased in any other domain. Evidence suggesting bias 
would have to have some other explanation. However, we know of 
no domain where there has been cumulative evidence suggesting 
bias. For example, we have read three extensive reviews of the 
empirical studies in education, and all three find overwhelming evi
dence disconfirming the bias hypothesis (Reynolds, 1981; Gordon & 
Rudert, 1979; Jensen, 1980). 

Any discussion of the racial or ethnic impact of testing must 
sharply distinguish between two questions: (1) Is the test fair to 
minority group members? and (2) Does the use of the test produce a 
racially or ethnically unbalanced work force? To say that a test is fair 
is to say that the score on the test is an accurate estimate of the ability 
of a person in any racial or ethnic group. Those who hypothesize 
that tests are unfair to minorities believe that the test scores under
estimate the ability of minority members. This is a scientific question 
that can be answered empirically. The first section of this chapter 
reviews the now-massive amount of data gathered on this question. 
This review presents the scientific proof that tests are fair to minority 
groups. 

To say that test use produces an unbalanced work force is to say 
that selection based on a test results in hiring a smaller percentage of 
minority applicants than of majority applicants. The extent of dis
parity in hiring rates depends on the difference between group 
means on the test scores. These differences vary drastically from test 
to test. For example, U.S. Employment Service data (USES, 1970, p. 
281) show that Mexican-Americans have a mean on cognitive ability 
(e.g., intelligence, verbal ability, numerical ability) that is about one 
half of one standard deviation below the majority mean. Thus, for a 
high-complexity job where optimal test use calls for cognitive ability, 
an employer selecting the top half of majority applicants would hire 
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only the top 31 % of the Mexican-American applicants. However, the 
mean for Mexican-Americans on psychomotor ability is .18 standard 
deviations higher than that for the majority. On low-complexity jobs 
where psychomotor ability would be used alone as a predictor, an 
employer hiring the top half of majority applicants would hire 57% 
ofthe Mexican-American applicants. Thus, the same employer could 
have an imbalance in hiring rates going in opposite directions for 
different jobs. 

Multiple regression shows that performance on high-paying 
white-collar jobs can be best predicted by means of a cognitive-ability 
composite score (Ghiselli, 1973; Hunter, 1980b; Pearlman, Schmidt, & 
Hunter, 1980; Schmidt, Hunter, Pearlman, & Shane, 1979), Thus, the 
selection of an optimally productive work force would mean under
representation of blacks, Mexican-Americans, and Indians. Any 
scheme that uses tests in such a way as to reduce the ethnic imbal
ance in hiring rates necessarily reduces the average productivity of 
the applicants hired. If tests were unfair to minority applicants, then 
it would be possible to create new tests to resolve this problem. But 
tests are fair, and the differences in ability·between ethnic groups are 
real. If these differences stem from cultural disadvantage, then the 
differences may disappear over the next several generations. How
ever, at present, there is no way to avoid the trade-off between high 
productivity and ethnic imbalance in hiring. 

The choice between high productivity and ethnic balance can be 
treated as an ethical decision. Hunter.and Schmidt (1976) showed that 
the so-called statistical models of test fairness discussed in the profes
sional literature are actually different ways of introducing quotas 
into hiring. The second section ofthis chapter reviews this literature. 

However, the ethical discussions of test "fairness" have mostly 
ignored the economic costs that result from the nonoptimal use of 
tests. If the employer has increased labor costs because of the use of 
quotas of some sort, then these costs must be passed on. Manufactur
ers pass the costs on in the form of higher prices. These result in 
lower sales and hence in lower employment, especially in cases 
where the American firm is in direct competition with foreign man
ufacturers. This increase in unemployment hits hardest among 
minority workers. Thus, jobs gained by some minority workers are 
lost for other minority workers, and the economy as a whole suffers 
severely. 

The situation is even more dramatically complicated in the pub
lic sector. Hunter (1979) estimated that the abandonment of a cogni
tive ability test for the selection of police officers in Philadelphia 
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would result in increased labor costs of $180 million over a 10-year 
period. Philadelphia cannot further increase its business taxes with
out a massive exodus of businesses, and hence employers, to the sub
urbs. Thus, the $180 million can be paid in only one of two ways: (1) 

by a reduction in the quality of police protection or (2) by a reduction 
in city services in other areas. Police protection is most important in 
the high-crime areas. Minority citizens are heavily overrepresented 
in high-crime areas. Thus, the ultimate cost of reduced police protec
tion is borne largely by minority citizens. Reduction in city services 
in other areas would mean reduction in social services such as sub
sidized medical services. Again, these services are most heavily used 
by minority citizens. Thus, the ultimate cost of reduced city services 
would be borne largely by minority citizens. That is, ethnic balance 
in police hiring results in little economic benefit to minority citizens 
and results in reduced city services for all. 

The economic costs of various schemes for achieving ethnic bal
ance can be estimated. Hunter, Schmidt, and Rauschenberger (1977) 
analyzed utility differences for the various statistical models of fair 
test use. These results were recently replicated and extended by 
Cronbach, Yalow, and Schaeffer (1980), The third section ofthis chap
ter reviews this work. Under most conditions, the use of quotas along 
with valid tests to achieve ethnic balance results in a loss of the eco
nomic benefits of selection of 15% or less. 

However, the Equal Employment Opportunity Commission has 
been urging employers to use a radically different method of achiev
ing ethnic balance: the low cutoff method. In this procedure, the test 
is used only to screen out the extremely poor prospects, usually the 
bottom 10% to 20%. Applicants are then hired randomly from among 
those above this very low cutoff score. Hunter (1979, 1981) and Mack, 
Schmidt, and Hunter (1984) have shown the cost of the low cutoff 
procedure to be disastrous. At least 85% ofthe reduction in labor costs 
due to selection is lost by use of the low cutoff method. This 85% loss 
should be compared with a 15% (or less) loss resulting from the use 
of population quotas in a comparable situation. 

But the low cutoff procedure not only is a disaster economically, 
it does not even achieve its racial and ethnic aims. The number of 
minority members hired is higher for quotas than for the low cutoff 
method. Thus, by any criterion, the low cutoff method is somewhat 
worse for minority applicants and disastrously worse for employers 
(and for those who pay the ultimate bill). 
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THE SCIENTIFIC PROOF THAT TESTS ARE FAIR TO MINORITIES 

Fifteen years ago, industrial psychologists became generally 
aware of the large difference between blacks and whites in mean 
cognitive-ability test scores. Because most psychologists believed at 
that time that there could be no real difference between racial groups 
in cognitive ability, many assumed that the differences in test scores 
might mean that the tests were biased against blacks. The theory 
behind this hypothesis was this: Tests are developed by middle-class 
white psychologists. in terms of their own culturally determined 
ways of thinking and perceiving. Black culture is so different from 
white culture that items that have one meaning to white applicants 
might have a different meaning (or no meaning) to black applicants. 
Thus, test scores for black applicants would underestimate their 
actual ability level. Many pointed to the known differences between 
black and white English dialects as the basis for a linguistiC bias in 
tests written by whites. 

Actually there was much evidence available even 15 years ago 
to show that the cultural bias hypothesis was false, although the evi
dence had not yet been collated. In particular, there are many non
verbal tests of cognitive ability, and the mean differences between 
blacks and whites are just as high or higher on the nonverbal tests 
(Reynolds & Jensen, 1980). However, there was little evidence bear
ing on this question within the employment area at that time. Since 
then, hundreds of data sets have been accumulated. These studies 
show that tests are just as valid for blacks as for whites, and that the 
test scores do not underestimate the ability of blacks. Similar evi
dence has also been accumulated for Hispanic applicants. This evi
dence is reviewed below. 

The key to testing the hypothesis of test bias is to state the 
hypothesis in terms that can be assessed empirically. This has been 
done in three ways. The most extreme form of the test bias hypoth
esis is the assertion that black culture is so alien to white culture that 
a test might be completely meaningless to blacks. Thus, a test that is 
a valid predictor of job performance in some setting for whites might 
be completely invalid for blacks. This is known as the hypothesis of 
single-group validity. A less extreme version of this hypothesis is the 
assertion that a test is less meaningful for blacks than for whites. 
Thus, any given test would be less valid for blacks than for whites. 
This is the hypothesis of differential validity. Finally, there is the 
mildest form of the hypothesis: Some items on a test are meaningless 
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for blacks. Thus, although the rank order of scores for black appli
cants is correct and hence the test is just as valid for blacks as for 
whites considered separately, the scores for blacks are systematically 
lower than the scores for whites of equal ability because the blacks 
have missed the biased items. This is the hypothesis of underpre
diction of black peifonnance. All three hypotheses have been exten
sively tested, and all three have been found false. 

The empirical assessment of the test bias hypothesis is greatly 
complicated by the statistical sampling error in studies based on 
fewer than 1,000 workers. For example, ifthe population correlation 
between the ability test and job performance were .20 for both black 
and white workers, then a validation study with several thousand 
workers would show unequivocally that the test was equally valid 
for both groups. However, if the study is done with 100 workers 
from each group, then the two correlations will vary from the pop
ulation value of .20 because of chance fluctuations in the sample 
drawn. For a population correlation of .20 and a sample of 100 work
ers, the observed correlation would vary randomly over a region 
from .01 to .39; In fact, 1 in 40 such studies will even get a value below 
0, and 1 in 40 such studies will show a value greater than .40. Thus, 
even though the population validity might be .20 for both racial 
groups, a study 'with 100 workers of each race might well show 
observed correlations of .35 for white workers and .05 for black 
workers. The author would then falsely conclude that tests are 
biased against black applicants. The truth would be found only 
when other studies showed the reverse finding with equal fre
quency. Alas, the number of workers at a given job in a given orga
nization is usually fewer than 100, and hence, small samples are all 
that is available for study. Lent, Aurbach, and Levin (1971) found that 
the median sample size in 1,500 validation studies was only 68. This 
problem is particularly acute in racial and ethnic studies because the 
number of minority workers is usually even smaller. 

The presence of large sampling errors means that the results of 
single studies have little meaning taken by themselves. The effects of 
sampling errors can be eliminated only when enough individual 
studies have been done to permit a cumulative analysis of results 
across studies. Thus, there have been two phases in the empirical 
study of the test bias hypothesis: an early phase in which some 
authors of individual validation studies claimed to have found evi
dence of test bias, whereas others claimed to have disconfirmed the 
hypothesis, followed by a later phase of cumulative studies that have 
produced unequivocal evidence disconfirming the test bias hypoth-
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esis. That is, the cumulative studies have shown that the findings sug
gesting test bias have been chance level fluctuations in correlations 
due to sampling errors produced by small sample sizes. 

EVIDENCE AGAINST THE SINGLE-GROUP VALIDITY HYPOTHESIS 

If a test is a valid predictor of job performance for whites, then 
will it also be valid for blacks? At one point, there seemed to be evi
dence that tests valid for white job applicants were sometimes not 
valid for black applicants. However, this evidence has subsequently 
been shown to be an artifact of the statistical procedure used. 
Because most studies have data for many more white workers than 
black workers, a given correlation between test results and job per
formance is much more likely to be statistically significant for whites 
than for blacks. For example, suppose that a study found a correla
tion of .25 for both groups, 100 white workers and 30 black workers. 
Then, the correlation of .25 would be statistically significant for the 
white workers, whereas the same correlation of .25 would not be 
statistically significant for black workers. An unwary investigator 
might claim this finding as evidence confirming the test bias hypoth
esis. Even if sample sizes were equal, Humphreys (1973) noted that 
separate significance tests should be used not alone but in conjunc
tion with a significance test checking to see if the two correlations 
were significantly different from each other. This procedure would 
eliminate the error in the example above, though there would still 
be a sampling error in the significance for differences between cor
relations. Only cumulative evidence can tell the full story. 

The first statistically correct study in this area was done by 
Schmidt, Berner, and Hunter (1973), A number of studies had 
reported significant correlations for whites but not for blacks (appar
ent single-group validity), However, these researchers noted that in 
such studies there was typically a vast disparity in the sample sizes 
for the two racial subgroups. Thus, the same sized correlation would 
be significant for whites but not significant for blacks. They devised 
a procedure for cumulating evidence across studies in such a way 
that it would control for differences in sample size. They applied this 
cumulative analysis to 410 sets of validity data: 249 studies using 
supervisor ratings as the job performance measure and 161 studies 
in which a job sample test or production records were used to mea
sure job performance. This cumulative analysis showed that findings 
of single-group validity are entirely an artifact of differential sample 
size. In fact, this cumulative analysis suggested that there might be 
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no differences in validity between blacks and whites at all. The 
Schmidt, Berner, and Hunter single-group validity-cumulation has 
been subsequently replicated three times (O'Connor, Wexley, & Alex
ander, 1975; Boehm, 1977; Katzell & Dyer, 1977). 

EVIDENCE DISCONFIRMING THE DIFFERENTIAL VALIDITY HYPOTHESIS 

The Schmidt et al. (1973) procedure does not have great statistical 
power against the gentler hypothesis that tests are less valid for 
blacks than for whites. Thus, although this study did show that there 
is no single-group validity, it did not conclusively show that there is 
no differential validity. Humphreys (1973) showed that doing sepa
rate significance tests is an inappropriate way of assessing differ
ences in validity between races. He suggested testing the difference 
between the correlations for statistical significance. In 1974, the 
American Psychological Association Standards for tests expressly 
endorsed the Humphreys position. 

Katzell and Dyer (1977) and Boehm (1977) have claimed to have 
found evidence of differential validity using a cumulative form of the 
Humphreys procedure. They applied the Humphreys test to a cumu
lation of data across many studies and counted the number of times 
that they found statistical significance. They found more than 5% sig
nificant findings and therefore concluded that they had found evi
dence of differential validity. However, there was a conflict between 
their findings and the hypothesis of differential validity. When they 
compared correlations, both studies found that the validity coeffi
cient for blacks was larger than the coefficient for whites just as often 
as the reverse. That is, they found validity for blacks to be just as high 
as validity for whites, on the average. The discrepancy between 
these findings was explained by Hunter and Schmidt (1978), who 
noted that both studies had preselected the pairs of correlations to be 
tested. Hunter and Schmidt showed mathematically that this prese
lection would have the effect of producing a spuriously high (i.e., as 
much as 20%) number of Significant differences among the subsam
pIe of considered studies. If preselection led to the false identification 
of differences, then the direction of the difference would be random. 
Thus, the analyses of Katzell and Dyer (1977) and of Boehm (1977) are 
actually consistent with the hypothesis that there are no differences 
in validity between races. 

In a nonpreselected sample of 1,190 pairs of regression lines, 
Bartlett, Bobko, Mosier, and Hannan (1978) found a chance level 
5.21 % differences in slopes. Hunter, Schmidt, and Hunter (1979) have 
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used a variety of more powerful cumulation procedures with the 
same result: Differences in validity between racial groups are the sta
tistical artifact of the use of small sample sizes. 

A cumulative study of differential validity for Hispanic workers 
was done by Schmidt, Pearlman, and Hunter (1980). They located 
1,323 data sets in which test/criterion correlations are given for both 
majority and Hispanic workers. The initial analysis showed that 11 % 
of the correlations were significantly different and that the cumula
tive chi-square test was statistically significant. However, a further 
check showed that over half of the significant differences occurred 
in one small study with very small sample sizes, namely, the Rosen
feld and Thornton (1976) study at Site 4. At this one site, the average 
validity for the sample of 62 majority workers was a minus .16, 
whereas the average for the sample of 49 Hispanic workers was plus 
.16. That is, most of the significant differences were from one study 
in which the test was apparently valid for Hispanic workers and not 
valid for the majority. However, these results for the majority group 
are highly suspect because they contradict the results found at the 
other three sites in the Rosenfeld and Thornton (1976) study and con
tradict a large number of studies done on similar tests in other set
tings for the same job. If the data from this one suspect study are 
deleted, then there are 1,128 data sets left. The number of significant 
differences is less than 6%, well within the range of chance 
expectation. 

The results of these cumulative studies are clear. The validity of 
a test in the employment area is the same for blacks as for whites. 
The validity of the test is the same for Hispanics as for majority white 
workers. Thus, in any given setting, the validity of a given test in pre
dicting job performance is the same for white, for black, and for His
panic workers. There is no differential validity. 

EVIDENCE DISCONFIRMING THE HYPOTHESIS THAT TESTS UNDERPREDICT 

MINORITY JOB PERFORMANCE 

The least extreme form of the hypothesis that tests are unfair to 
minorities is the claim that only certain items on each test are biased. 
If only certain items were biased, then the test as a whole would still 
be as valid for blacks as for whites considered separately. However, 
the test scores of blacks would be systematically lower than those of 
whites of the same ability level because blacks would miss the biased 
items. If it were true that tests underestimate black ability, then it 
would follow that test scores would underpredict black perf or-
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mance on the job. This, in turn, leads to the prediction that if tests 
were biased against blacks, then the regression line for blacks would 
lie above the regression line for whites. The data show just the 
reverse to be true. 

We will first derive the test bias prediction about regression 
lines. Consider a typical validation study. Each worker has two 
scores: a test score and a job performance score. Plot this pair of 
scores as a point on a two-dimensional graph such as that shown in 
Figure 1. The set of such points is called a scatterplot, and the tight
ness ofthe scatter shows the strength ofthe relationship between the 
test score and the job performance in that study. The points on the 
scatter plot do not fall perfectly on a line because no test perfectly 
predicts job performance. However, a number of cumulative studies 
(see Hunter & Schmidt, 1982; Schmidt, Hunter, McKenzie, & Muld
row, 1979, for a review of these studies) have shown that, in the 
employment literature, these scatter plots each lie about a straight 
line. That straight line is called the regression line of the scatter plot. 
The regression line is defined in terms of the mean performance of 
subgroups based on test scores. That is, the height of the regression 
line above each test score is the mean job performance for all those 
workers with that test score. Thus, the regression line shows mean 
performance on the job as a function of test score . 

• 
w 
a: 
0 
(,) 
en 
w 
(,) 
z « 
:E 
a: 
0 u.. 
a: 
w 
Il. 
co 
0 ., • • 

TEST SCORE 

FIGURE 1. A hypothetical scatterplot showing the relationship between test scores and 
job performance scores in a validation study. 
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The picture for the test bias hypothesis is complicated by the fact 
that there are two regression lines (representing two scatterplots), 
one for each racial group. We will show the predicted difference 
between these regression lines by first showing the difference 
between the mean performance of racial groups as shown by any 
one test score. Consider two groups of applicants, a majority group 
and a minority group, all of whom have the same test score (e.g., a 
score of 100l. If the test is valid, then there will be a regression line 
such as that shown in Figure 2, which relates mean job performance 
to ability. For the majority group, the test score is an accurate mea
sure of the ability assessed by the test, and hence, the mean perfor
mance of the majority group will be the height above the regression 
line immediately above their test score (Point A on the regression 
linel. But suppose the tests were unfair to the minority group. Then, 
although the test score of the minority group members is 100, their 
actual ability is higher than is measured by the tests. For the sake of 
argument, assume that this actual ability score should be 120, though 
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FIGURE 2. The hypothesized relationship between ability and performance of major
ity and minority applicants if both groups have the identical score of 100 on the test 
but the test is unfair to minorities. 
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the particular numerical value is unimportant. Because the minority 
group's true ability is 120 rather than 100, the mean job performance 
of the group will be not the height above 100, but the height above 
their true ability score of 120 (Point B on the regression line). As 
shown in Figure 1, if the majority and minority groups were 
matched at a score of 100, and the mean job performance of each 
group were plotted separately, then the mean job performance of 
the minority group would lie above the mean for the majority group. 
Thus, if job performance were plotted as a function of test score 
rather than of true ability, the regression lines for the majority and 
the minority groups would be different because the value for the 
minority group would always lie above the value for the majority 
group. 

In Figure 3A, the hypothesis of test unfairness is extended from 
the one score of 100 to the full range of test scores. For each test score, 
minority group members actually have higher ability than their test 
score indicates and hence higher ability than the majority group 
members with the same test score. Thus, the mean performance at 
each test score individually would be higher for minority group 
members than for majority group members, and this result would 
imply that the regression line as a whole for minority group mem
bers would lie above the regression line for the majority group. 

Whereas Figure 3A represents the hypothesis that tests are 
unfair to minority group members, Figure 3B shows the empirical 
results that have emerged from 10 years of research. Whereas those 
who believed that the tests might be unfair to minorities expected 
minorities to do better on the job than would be predicted by their 
test scores (Figure 3A), the data show that, where there was a differ
ence, it was a small difference in the opposite direction, that is, that 
test scores generally overpredicted rather than underpredicted the 
job performance of minority groups (Figure 3B)' The studies showing 
this phenomenon for black applicants are reviewed in Gordon and 
Rudert (1979); Jensen (1980); Bartlett et a1. (1978); Schmidt and Hunter 
(1974); Campbell, Crooks, Mahoney, and Rock (1973); Gael and Grant 
(1972); Gael, Grant, and Ritchie (1975a, b); Grant and Bray (1970); Ruch 
(1972); and Tenopyr (1967). Evidence showing that tests overpredict 
rather than underpredict the performance of Hispanic workers is 
reviewed in Schmidt et a1. (1980) and Gordon (1975). 

If tests were biased against minorities, then they would be biased 
in all contexts. Thus, the test bias hypothesis would require that tests 
used to predict academic achievement should also underpredict 
achievement. Again, the findings are exactly the reverse. Reviews of 
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FIGURE 3. The empirical disconfirmation of the hypothesis that cognitive tests are 
unfair to members of minority groups. (A) Theory: The relationship between the 
regresSion lines for performance on test score according to the hypothesis that tests 
are unfair to minority group members. (8) Facts: A typical pair of regression lines for 
majority and minority applicants as found in a cumulation of studies of the relation
ship between performance and scores on cognitive tests. 

the evidence showing overprediction of academic achievement are 
Gordon and Rudert (1979), Jensen (1980), Reynolds (1981), and Linn 
(1975L 

The small degree of overprediction of black performance does 
not mean that tests are slightly biased against whites. The explana
tions for small amounts of overprediction were given in Linn and 
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Werts (1971), First, these authors noted that a portion of the overpre
diction would be predicted by unreliability in the test. Second, they 
noted if more than one ability is relevant to the job, and if there are 
racial differences on the other abilities as well, then differences on 
other abilities will produce differences in each ability, considered 
one at a time. In this case, the authors predict that the small 
overprediction is an artifact of considering ability tests one at a time. 
If composite ability scores across all the relevant ability dimensions 
are considered, then the overprediction should vanish. A nice exam
ple showing just this effect can be found in Powers (19771. Powers 
analyzed data collected from 29 law schools. He found that the extent 
of overprediction of black achievement in standard deviation units 
dropped from to .79 to .24 to .22 as he moved from the analysis of 
single predictors to the composite of two predictors to a composite 
of three predictors. The overprediction for Hispanic students 
dropped from .75 to .29 to .26 standard deviation units as he shifted 
from single predictors to a composite of all three. Gael et al. (t975a) 
found similar results in predicting the performance of clerks. On sin
gle tests, the average overprediction for black workers was .56 stan
dard deviations and for Hispanic workers was .35 standard devia
tions. However, on the composite battery, the average overprediction 
was down to .18 standard deviations for black workers and .10 stan
dard deviations for Hispanic workers. Reynolds (1980) found similar 
results for academic achievement in kindergarten children. 
Overprediction for black pupils dropped from .11 standard devia
tions for verbal ability alone to .08 standard deviations for the whole 
battery. In addition, an underprediction of .16 standard deviations for 
girls when considering verbal ability alone vanished when the 
whole battery was used. 

The evidence from all these studies is clear. The regression lines 
for composite predictors are identical for white, black, and Hispanic 
workers. There is no underprediction of minority performance. The 
hypothesis of test bias against minority members is disconfirmed. 

TEST FAIRNESS AND HEREDITY 

There is no single-group validity. There is no differential validity. 
There is no underprediction of minority performance. All the key 
predictions of the hypothesis of bias against minority test-takers have 
been empirically disconfirmed by thousands of pieces of indepen
dent information. Thus, there can be no doubt that tests are fair to 
minorities. 
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What, then, is the meaning of the differences in mean test scores 
for different ethnic groups? Are they evidence of hereditary differ
ences, or could they be the result of cultural disadvantage? These 
questions cannot be answered on the basis of the evidence cited here. 
Studies relevant to test fairness start at the time of taking the test and 
predict forward in time. Thus, the finding of test fairness means that 
a test score represents the person's ability at the moment that the test 
is taken and predicts future events that depend on ability at that 
moment. On the other hand, questions about the origins of test dif
ferences start from the moment of taking the test and work back
ward in time. Thus, evidence bearing on heredity must come from 
different sources. For example, the evidence from twin studies sug
gests that heredity accounts for, at most, 75% of the variance in adult 
test scores. This finding suggests that adult ability levels can be far 
distant from the level of hereditary potential. On the other hand, 
adult ability levels are very resistant to training (see, for example, 
USES, 1970, pp. 275-276l. Thus, the environmental effects on ability 
scores may not be cultural. Noncultural environmental factors that 
may be important include chemical disturbances during embryonic 
development; trauma, disease, and maturational disturbance during 
childhood; and trauma and disease during adult life. Some of these 
may be related to cultural lifestyle. For example, poor people get 
poorer prenatal care than rich people. Thus, even if the differences 
between ethnic groups are due to environmental factors, those fac
tors may not be cultural in the psychological sense. 

ETHICAL AND STATISTICAL IMPLICATIONS OF VARIOUS 
DEFINITIONS OF TEST BIAS 

In the last decade, there has been a series of articles devoted to 
the question of the fairness of employment and educational tests to 
minority groups (Cleary, 1968; Darlington, 1971; Thorndike, 1971l. 
Although each of these articles came to an ethical conclusion, the 
basis for that ethical judgment was left unclear. If there were only 
one ethically defensible position, then this would pose no problem. 
But such is not the case. The articles that we review have a second 
common feature. Each writer attempts to establish a definition on 
purely statistical grounds, that is, on a basis that is independent of 
the content of test and criterion and that makes no explicit assump
tion about the causal explanation of the statistical relations found. We 
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argue that this approach merely makes the substantive consider
ations implicit rather than explicit. 

In this section, we first describe three distinct ethical positions. 
We next examine five statistical definitions of test fairness in detail 
and show how each is based on one of these ethical positions. 
Finally, we examine the technical, social, and legal advantages and 
disadvantages of the various ethical positions and statistical 
definitions. 

THREE ETHICAL POSmONS 

Unqualified Individualism 

The classic American definition of an objective advancement 
policy is giving the job to the person "best qualified to serve." 
Couched in the language of institutional selection procedures, this 
means that an organization should use whatever information it pos
sesses to make a scientifically valid prediction of each individual's 
performance and should always select those with the highest pre
dicted performance. From this point of view, there are two ways in 
which an institution can act unethically. First, an institution may 
knowingly fail to use an available, more valid predictor; for example, 
it may select on the basis of appearance rather than scores on a valid 
ability test. Second, it may knowingly fail to use a more valid predic
tion equation based on its available information; for example, it may 
administer a more difficult literacy test to blacks than to whites and 
then use a cutoff score for both groups that assumes that they both 
took the same test. In particular, if, in fact, race, sex, or ethnic group 
membership were a valid predictor of performance in a given situ-. 
ation over and above the effects of other measured variables, then the 
unqualified individualist would be ethically bound to use such a 
predictor. 

Quotas 

Most corporations and educational institutions are creatures of 
the state or city in which they function. Thus, it has been argued that 
they are ethically bound to act in a way that is "politically appropri
ate" to their location. In particular, in a city whose population is 45% 
black and 55% white, any selection procedure that admits any other 
ratio of blacks and whites is "politically biased" against one group or 
the other. That is, any politically well-defined group has the "right" 
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to ask and receive its "fair share" of any desirable product or position 
that is under state control. These fair-share quotas may be based on 
population percentages or on other factors irrelevant to the pre
dicted future performance of the selectees (Darlington, 1971; Thorn
dike, 1971). 

Qualified Individualism 

There is one variant of individualism that deserves separate dis
cussion. This position notes that America is constitutionally opposed 
to discrimination on the basis of race, religion, national origin, or sex. 
A qualified individualist interprets this constitutional precept as an 
ethical imperative to refuse to use such qualities as race or sex as a 
predictor even if it were, in fact, scientifically valid to do so. Suppose, 
for example, that race were a valid predictor of some criterion; that 
is, assume that the mean difference between the races on the crite
rion is greater than would be predicted on the basis of the best mea
sures of ability available. This would mean that the use of race in 
conjunction with the ability test would increase the multiple corre
lation with the criterion. That is, prediction would be better if sepa
rate regression lines were used for blacks and whites. To the unqual
ified individualist, on the other hand, failure to use race as a 
predictor would be unethical and discriminatory because it would 
result in a less accurate prediction of the future performance of 
applicants and would "penalize" or underpredict the performance 
of individuals from one of the applicant groups. The qualified indi
vidualist recognizes this fact but is ethically bound to use one overall 
regression line for ability and to ignore race. Thus, the qualified indi
vidualist relies solely on measures of ability and motivation to per
form the job (e.g., scores on valid aptitude and achievement tests, 
assessment of past work experiences, and so on). 

DEFINITION OF DISCRIMINATION 

There is one very important point to be made before leaving this 
issue: The word discriminate is not ambiguous. Qualified individu
alists interpret the word discriminate to mean "treat differently." 
Thus, they will not treat blacks and whites differently even if such 
treatment is statistically warranted. However, unqualified individu
alists also refuse to discriminate, and they use a different definition 
of that word. Unqualified individualists interpret discriminate to 
mean "treat unfairly." Thus, unqualified individualists would say 
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that if there is, in fact, a valid difference between the races that is not 
accounted for by available ability tests, then to refuse to recognize 
this difference is to penalize the higher performing of the two 
groups. Finally, the person who adheres to quotas will also refuse to 
discriminate, but she or he will use yet a third definition of that 
word. The person who endorses quotas interprets discriminate to 
mean "select a higher proportion of persons from one group than 
from the other group." Thus, the adherents of all three ethical posi
tions accept a constitutional ban against discrimination, but they dif
fer in their views of what the ban is and how it is to be put into effect. 

THREE A TIEMPTS TO DEFINE TEST FAIRNESS STATISTICALLY 

In this section, we briefly review three attempts to arrive at a 
strictly statistical criterion for a fair or unbiased test. For ease of pre
sentation, the discussion uses a comparison of blacks and whites. 
However, the reader should bear in mind that other demographic 
classifications, such as social class or sex, could be substituted with 
no loss of generality. 

The Cleary Definition 

Cleary & Hilton (1968) defined a test as being unbiased only if the 
regression lines for blacks and whites are identical. The reason is 
brought out in Figure 4, which shows a hypothetical case in which 

CRITERION 
BLACK REGRESSION LINE 

WHITE REGRESSION LINE 

'-------:--------=---_ TEST 

FIGURE 4. A case in which the white regression line underpredicts black 
performance. 
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the regression line for blacks lies above the line for whites and is 
parallel to it. Consider a white and a black subject, each of whom has 
a score of A on the test. If the white regression line were used to 
predict both criterion scores, then the black applicant would be 
underpredicted by an amount, ~y, the difference between his 
expected score's making use of the fact that he is black and the 
expected score assigned by the white regression line. Actually, in this 
situation, in order for a white subject to have the same expected per
formance as a black whose score is A, the white subject must have a 
score ofB. 

That is, if the white regression line underpredicts black perfor
mance, then a white and a black are truly equal in their expected 
performance only if the white's test score is higher than the black's 
by an amount related to the amount of underprediction. Similarly, if 
the white regression line always overpredicts black performance, 
than a black subject has equal expected performance only if his test 
score is higher than the corresponding white subject's score by an 
amount related to the amount of overprediction. Thus, if the regres
sion lines for blacks and whites are not equal, then each person will 
receive a statistically valid predicted criterion score only if separate 
regression lines are used for the two races. If the two regression lines 
have exactly the same slope, then the use of regression lines can be 
accomplished by predicting performance from two separate regres
sion equations or from a multiple-regression equation with test score 
and race as the predictors. If the slopes are not equal, then either 
separate equations must be used or the multiple-regression equation 
must be expanded by the usual product term for moderator vari
ables. Thus, we can view Cleary's definition of an unbiased test as an 
attempt to rule out disputes between qualified and unqualified 
individualism. 

If the predictors available to an institution are unbiased in 
Cleary's sense, then the question of whether to use race as a predic
tor does not arise. But if the predictors are biased, the recommended 
use of separate regression lines is clearly equivalent to using race as 
a predictor of performance. Thus, although Cleary may show a pref
erence for tests that meet the requirements of both unqualified and 
qualified individualism, in the final analysis her position is one of 
unqualified individualism. 

A Cleary-defined unbiased test is ethically acceptable to those 
who advocate quotas only under very special circumstances. In addi
tion to identical regression lines, blacks and whites must have equal 
means and equal standard deviations on the test, which implies 
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equal means and standard deviations on the performance measure. 
Furthermore, the proportion of black and white applicants must be 
the same as their proportion in the relevant population. These are 
conditions that rarely occur. 

Linn and Werts (1971) have pointed out an additional problem in. 
Cleary's definition, the problem of defining the fairness when using 
less than perfectly reliable tests. Suppose that a perfectly reliable 
measure of intelligence were, in fact, an unbiased predictor in 
Cleary's sense. Because perfect reliability is unattainable in practice, 
the test used in practice will contain a certain amount of error vari
ance. Will the imperfect test be unbiased in terms of the regression 
equations for blacks and whites? If black applicants have lower 
mean IQs than white applicants, then the regression lines for the 
imperfect test will not be equal. This situation is illustrated in Figure 
5. In this figure, we see that if an imperfect test is used, then that test 
produces the double regression line of a biased test in which the 
white regression line overpredicts black performance; that is, by 
Cleary's definition, the imperfect test is biased against whites in favor 
of blacks. 

PERFORMANCE 
A (COMMON) 

B (WHITES) 

............................................ C (BLACKS) 

L....-___ -;:-:-!-::::-:---_....,.,.,,+=:~----_ TEST SCORE 

FIGURE 5. Regression artifacts produced by unreliability in a Cleary-defined "unbi
ased" test. A is the common regression line for a perfectly reliable test. Band C are the 
regression lines for whites and blacks, respectively, for a test of reliability .50. 
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Cleary's critics have questioned whether the failure to attain per
fect reliability (impossible under any circumstances) should be ade
quate grounds for labeling a test as biased. But suppose we first con
sider this question from a different viewpoint. Suppose there were 
only one ethnic group-whites, for example. Assume that Bill has a 
true ability level of 115 and Jack has a ability of110. If ability is a valid 
predictor of performance in this situation, then Bill has the higher 
expected performance; and if a perfectly reliable test is used, Bill will 
invariably be admitted ahead of Jack. But suppose that the reliability 
of the ability test is only .50. Then, each of the two obtained scores 
will vary randomly from their true values, and there is some prob
ability that Bill's will be randomly low when Jack's is randomly 
high; that is, there is some probability that Jack will be admitted 
ahead of Bill. If the standard deviation of the observed ability scores 
is 15, then the difference between their observed scores has a mean 
of 5 and a standard deviation of 21. The probability of a negative dif
ference is then .41. Thus, the probability that Bill will be admitted 
ahead of Jack drops from 1.00 to .59. 

This imperfect test is, in fact, sharply biased against better qual
ified applicants. This bias, however, is not directly racial or cultural 
in nature. It takes on the appearance of a racial bias only because the 
proportion of better qualified applicants is higher in the white 
group. Thus, the bias created by random error works against more 
applicants in the white group, and thus, on balance, the test is biased 
against that group as a whole. But at the individual level, such a test 
is no more biased against a well-qualified white than against a well
qualified black. The question, then, is whether Cleary's (1968) defi
nition is defective in some sense in labeling this situation as biased. If 
so, it may perhaps be desirable to modify the definition to apply only 
to bias beyond that expected on the basis of test reliability alone. 

While on the topic of reliability, we should note that as the reli
ability approaches .00, the test becomes a random selection device 
and is hence utterly reprehensible to an individualist of either stripe. 
On the other hand, a totally unreliable test would select blacks in 
proportion to the number of black applicants and hence might well 
select in proportion to population quotas. Ironically, the argument 
that tests are biased against blacks because they are not perfectly reli
able is not only false; it is exactly opposite to the truth. 

Let us consider in detail the comparison of whites and blacks on 
an imperfectly reliable test. We first remark that it is a fact that, on 
the average, whites with a given score have a higher mean perfor
mance than do blacks who have that same score. Thus, the use of a 
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single regression line will, in fact, mean that whites near the cutoff 
will be denied admission in favor of blacks who will, on the average, 
not perform as well. Cleary's (1968) definition would clearly label 
such a situation biased. Furthermore, in this situation, the partial cor
relation between race and performance with observed ability held 
constant is not zero. Thus, race makes a contribution to the multiple 
regression because, with an imperfect ability test, race is, in fact, a 
valid predictor of performance after ability is partialed out. That is, 
from the point of view of unqualified individualism, the failure to use 
race as a second predictor is unethical. If the test is used with only 
one regression line, then the predictors are, in fact, biased against 
whites. If two regression lines are used, then each person is being 
considered solely on the basis of expected performance. 

Thus, in summary, we feel that Cleary's critics have raised a 
false issue. To use an imperfect predictor is to blur valid differences 
between applicants, and an imperfect test is thus, to the extent of the 
unreliability, biased against people or groups of people who have 
high true scores on the predictor. Thus, from the point of view of an 
unqualified individualist, a test is indeed biased. On the other hand, 
a qualified individualist would object to this conclusion. Use of sep
arate regression lines is statistically optimal because the imperfect 
test does not account for all the real differences on the true scores. 
But the qualified individualist is ethically prohibited from using race 
as a predictor and therefore can employ only a single regression 
equation. He can, however, console himself with the fact that the 
bias in the test is not specifically racial in nature. And, of course, he 
can attempt to raise the reliability of the test. 

In practice, unreliability is a minor issue. Only a small portion of 
the difference between regression lines for single tests is due to less
than-perfect reliability. Most of the difference is due to missing abil
ities. If the appropriate ability composite is used for prediction, then 
the composite has a higher reliability than single tests. Often, the reli
ability of the composite score is so high as to render the effect of 
unreliability undetectable (especially in the face of the massive sam
pling error present in most local validation studiesl. 

Thorndike S Definition 

Thorndike (1971) began his discussion with the simplifying 
assumption that the slope of the two regression lines is equal. There 
are then three cases. If the regression lines are identical, then the test 
satisfies Cleary'S (1968) definition. If the regression line for blacks is 
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higher than that for whites (as in Figure 4), then Thorndike would 
label the test "obviously unfair to the minor group." On the other 
hand, if the regression line for whites is higher than that for blacks, 
then he would not label the test as obviously unfair to whites. 
Instead, he made an extended argument that the use of two regres
sion lines would be unfair to blacks. Clearly, there must be an incon
sistency in his argument, and indeed, we ultimately show this. 

Thorndike noticed that whereas using two regression lines is the 
only ethical solution from the point of view of unqualified individu
alism, it need not be required by an ethic of quotas. In particular, if 
the black regression line is lower, then blacks will normally show a 
lower mean on both predictor and criterion. Suppose that blacks are 
one standard deviation lower on both and that validity is .50 for both 
groups. If we knew the actual criterion scores and set the cutoff at 
the white mean on the criterion, then 50% of the whites and 16% of 
the blacks would be selected. If the white regression line were used 
for both groups, then 50% of the whites and 16% ofthe blacks would 
be selected. However, if blacks are selected by use of the black regres
sion line, then, because the black regression line lies .5 standard 
deviations below the white regression line, blacks will have to have 
a larger score to be selected (i.e., a cutoff two sigmas, instead of one, 
above the black mean) and hence, fewer blacks will be selected. 
Thus, if the predictor score is used with two regression lines, then 
50% of the whites but only 2% of the blacks will be admitted. Thorn
dike argued that this selection process would be unfair to blacks as a 
group. He then recommended that we throw out individualism as an 
ethical imperative and replace it with a specific kind of quota. The 
quota that he defined as the fair share for each group is the percent
age of that group that would have been selected had the criterion 
itself been used or had the test had perfect validity. In the above sit
uation, for example, Thorndike's definition would consider the selec
tion procedure fair only if 16% of the black applicants were selected. 

What Thorndike rediscovered has long been known to biolo
gists: Bayes's law is cruel. If one of two equally reproductive species 
has a probability of .49 for survival to reproduce and the other spe
cies has a probability of .50, then ultimately the first species will 
become extinct. Maximization in probabilistic situations is usually 
much more extreme than most individuals expect (Edwards & Phil
lips, 1964). 

What, then, was Thorndike's contradiction? He labeled the case 
in which the black regression line was higher than the white line as 
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"obviously unfair to the minor group." But his basis for this state
ment was presumably unqualified individualism. In effect, he said 
that if blacks perform higher than whites over and above the effects 
of measured ability, then this fact should be recognized and blacks 
should have a correspondingly higher probability of being selected. 
That is, if the black regression line is higher, then separate regression 
lines should be used. But if separate regression lines are used, then 
the number of whites selected would ordinarily be drastically 
reduced. In fact, the number of whites selected would be far below 
the Thorndike-defined fair share of slots. The mathematics of 
unequal regression lines (i.e., of Bayes's law) is the same for a high 
black regression line as for a high white regression line: The use of 
a single regression line lowers the validity of the prediction but tends 
to yield selection quotas that are much closer to the quotas that 
would have resulted from clairvoyance (i.e., much closer to the selec
tion quotas that would have resulted had a perfectly valid test been 
available), Thus, Thorndike's inconsistency lies in his failure to apply 
his definition to the case in which the white regression line under
predicts black performance. The fact that, because of a technicality 
(i.e., racial equality on the performance measure), this effect would 
not manifest itself in Thorndike's (1971) Case 1 should not be allowed 
to obscure this general principle. 

If only one regression line is to be used, then a test will meet the 
Thorndike quotas only if the mean difference between the groups in 
standard score units is the same for both predictor and criterion. For 
this to hold for a Cleary-defined unbiased test, the validity of the test 
must be 1.00-a heretofore unattainable outcome. 

Once Thorndike's position is shown to be a form of quota setting, 
then the obvious question is, Why his quotas? After all, the statement 
that 16% of the blacks can perform at the required level would not 
apply to the blacks actually selected and is in that sense irrelevant. 
In any event, it seems highly unlikely that this method of setting quo
tas would find support among those adherents of quotas who focus 
on population proportions as the proper basis of quota determina
tion. Thorndikean quotas would generally be smaller than popula
tion-based quotas. On the other hand, Thorndike-determined quotas 
may have considerable appeal to large numbers of Americans as a 
compromise between the requirements of individualism and the 
social need to upgrade the employment levels of minority group 
members. 

There is another question that must be raised concerning Thorn
dike's position: Is it ethically compatible with the use of imperfect 
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selection devices? We will show that Thorndike's selection rule is 
contradictory to present test usage, that is, that, according to Thorn
dike, we will fill N vacancies not by taking the top N applicants but 
by making a much more complicated selection. Consider the follow
ing example: Assume that one is using a test score of 50 (X = 50, SD 
= 10, r XY = .50) as a cutoff and that the data show that 50% of those 
with a test score of 50 will be successful. Applicants with a score of 
49 would all be rejected, though for r XY = .50 about 48% of them 
would have succeeded had they been selected (a score of 49 is -.1 
sigmas on X and implies an average score of - .05 on the criterion 
with a sigma of .87). Thus, applicants with a test score of 49 can cor
rectly state, "If we were all admitted, then 48% of us would succeed. 
Therefore, according to Thorndike, 48% of us should be admitted. 
Yet, we were all denied. Thus, you have been unfair to our group, 
those people with scores of 49 on the test." That is, strictly speaking, 
Thorndike's ethical position precludes the use of any predictor cutoff 
in selection, no matter how reasonably determined. Instead, from 
each predictor category one must select the percentage that would 
fall above the criterion cutoff if the test were perfectly valid. For 
example, if one wanted to select 50% of the applicants and the valid
ity were .60, then one would have to take 77% of those who lie 1 SD 
above the mean, 50% of those within 1 SD of the mean, and 23% of 
those who fall 1 SD below the mean. And Thorndike's definition 
could be interpreted, of course, as requiring the use of even smaller 
intervals of test scores. 

There are several problems with this procedure. First, one must 
attempt to explain to applicants with objectively higher qualifica
tions why they were not admitted-a rather difficult task and, from 
the point of view of individualism, an unethical one. Second, the gen
eral level of performance will be considerably lower than it would 
have been had the usual cutoff been used. In the previous example, 
the mean performance of the top 50% on the predictor would be .48 
standard score units, whereas the mean performance of those 
selected by the Thorndike ethic would be .29. That is, in this exam
ple, using Thorndike's quotas has the effect of cutting the usefulness 
of the predictor by about 60%. 

One possible reply to this criticism would be that Thorndike's 
definition need not be interpreted as requiring application to all 
definable groups. The definition is to be applied only to "legitimate 
minority groups" and would exclude groups defined solely by 
obtained score on the predictor. If agreement could be reached that, 
for example, blacks, Chicanos, and Indians are the only recognized 
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minority groups, the definition might be workable. But such an 
agreement is highly unlikely. On what grounds could we fairly 
exclude Poles, Italians, and Greeks, for example? 

Perhaps an even more telling criticism can be made. In a college 
or university, performance below a certain level means a bitter trag
edy for a student. In an employment situation, job failure can often 
be equally damaging to self-esteem. In the selection situation 
described above, the percentage of failure would be 25% if the top 
half were admitted, but one-third if a Thorndikean admission rule 
were used. Furthermore, most of the increase in failures comes pre
cisely from the poor-risk admissions. Their failure rate is two-thirds. 
Thus, in the end, a Thorndikean rule may be even more unfair to 
people with low ability than to people with high ability. 

Darlington S Definition 

Darlington'S (1971) first step was a restatement of the Cleary 
(1968) and Thorndike (1971) criteria for a "culturally" fair test in 
terms of correlation rather than regression. Let X be the predictor, Y 
the criterion, and C the indicator variable for culture (i.e., C = 1 for 
whites, C = 0 for blacksl. He made the empirically plausible assump
tion that the groups have equal standard deviations on both predic
tor and criterion and that the validity of the predictor is the same for 
both groups (hence, parallel regression linesl. Darlington then cor
rectly noted that Cleary's (1968) criterion for a fair test could be 
stated, 

rCY'x = 0 

That is, there is no criterion difference between the races beyond 
that produced by their difference on X (if anyl. If all people are 
selected by means of a single regression line, then Thorndikean quo
tas are guaranteed by Darlington's Definition 2, that is, 

That is, the racial difference on the predictor must equal the racial 
difference on the criterion in standard score units. However, if peo
ple are selected by means of multiple regression or separate regres
sion lines, then this equation would not be correct. Instead there are 
two alternate conditions: 
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That is, if separate regression lines are used, then the percentages 
selected would match Thorndike's quotas only if the test had perfect 
validity or if there were no differences between the groups on the 
criterion. 

Darlington then attacked the Cleary definition on two very ques
tionable bases: (1) the reliability problem raised by Linn and Werts 
(1971), which was discussed in depth above, and (2) the contention 
that race itself would be a Cleary-defined fair test. Actually, if race 
were taken as the test, then there would be no within-groups vari
ance on that predictor and hence no regression lines to compare. 
Thus, Cleary'S definition cannot be applied to the case in which race 
itself is used as the predictor test. The nontrivial equivalent of this is 
a test whose sole contribution to predicting Y is the race difference 
on the mean of X, but for such a test, the regression lines are per
fectly horizontal and grossly discrepant. That is, in a real situation, 
Cleary's definition would rule that a purely racial test is biased. 

Darlington s Definition 3 and Cole s Argument 

Darlington (1971) proposed a third definition of test fairness, his 
Definition 3. This definition did not attract a great deal of attention 
until Cole (1972, 1973) offered a persuasive argument in its favor. We 
first present Darlington's definition, his justification of it, and our cri
tique of that justification. We then consider Cole's argument. 

If X is the test and Y is the criterion, and if C, the variable of 
culture, is scored 0 for blacks and 1 for whites, then Darlington's Def
inition 3 can be written as follows: The test is fair if 

rxc.y = 0 

His argument for this definition went as follows: The ability to per
form well on the criterion is a composite of many abilities, as is the 
ability to do well on the test. If the partial correlation between test 
and race with the criterion partialed out is not zero, then it means 
that there is a larger difference between the races on the test than 
would be predicted by their difference on the criterion. Hence, the 
test must be tapping abilities that are not relevant to the criterion but 
on which there are racial differences. Thus, the test is 
discriminatory. 

Note that Darlington's argument makes use of assumptions about 
causal inference. If those assumptions about causality are, in fact, 
false, then his interpretation of the meaning of the partial correlation 
is no longer valid. Are his assumptions so plausible that they need 
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not be backed up with evidence? Consider the time ordering of his 
argument. He is partialing the criterion from the predictor. In the 
case of college admissions, this means that he is calculating the cor
relation between race and entrance exam score, with grade point 
average (GPA) four years later being held constant. This is looking at 
the causal influence of the future on the past and is valid only in the 
context of very special theoretical assumptions. The definition 
would, in fact, be inappropriate even in the context of a concurrent 
validation study because concurrent validities are typically derived 
only as convenient estimates of predictive validity. Thus, even when 
there is no time lag between predictor and criterion measurement, 
one is operating implicitly within the predictive validity model. 

Other problems with Darlington's argument will be brought out 
in our general discussion relating to statistical models and causal 
processes. 

Darlington's Definition 3 received little attention until a novel and 
persuasive argument in its favor was advanced by Cole (1973), Her 
argument was this: Consider those applicants who would be "suc
cessful" if selected. Should not such individuals have equal probabil
ity of being selected regardless of racial or ethnic group member
ship? Under the assumption of equal slopes and standard deviations 
for the two groups, the answer to her question is in the affirmative 
only if the two regression lines of the test on criterion are the same 
(and hence, rxc.y = 0), That is, Cole's definition is the same as Cleary'S, 
with the roles of the predictor and the criterion reversed. However, 
this similarity of statement does not imply compatibility-just the 
reverse. If there are differences between the races on either test or 
criterion, then the two definitions are compatible only if the test 
validity is perfect, so the two definitions almost invariably conflict. 

Although Cole's argument sounds reasonable and has a great 
deal of intuitive appeal, it is flawed by a hidden assumption. Her def
inition assumes that differences between groups in probability of 
acceptance, given later success if selected, are due to discrimination 
based on group membership. Suppose that the two regression lines 
of criterion performance as a function of the test are equal (i.e., the 
test is Cleary-defined unbiased), If a black who would have been suc
cessful on the criterion is rejected and a white who fails the criterion 
is accepted, this need not imply discrimination. The black is not 
rejected because he is black but because he got a low score on the 
ability test. That is, the black is rejected because his ability at the time 
of the predictor test was indistinguishable from that of a group of 
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other people (of both races) who, on the average, have low scores on 
the criterion. 

To make this point more strongly, we note that according to 
Cole's definition of a fair test, it is unethical to use a test of less-than
perfect validity. To illustrate, consider the use of a valid ability test to 
predict academic achievement in anyone group-say, whites
applying for university admission. If the university decides to take 
only the people in the top half of the distribution of test scores, then 
applicants in the bottom half, acting under Cole's definition, may 
well file suit charging discriminatory practice. According to Cole, an 
applicant who would be successful if selected should have the same 
probability of being selected regardless of group membership. That 
is, among the applicants who would have been successful had they 
been selected, there are two groups. One group of applicants has a 
probability of selection of 1.00 because their scores on the entrance 
exam are higher than the cutoff point. The other group of potentially 
successful applicants has a selection probability of .00 because their 
exam scores are lower than the cutoff point. According to Cole, we 
should ask: Why should a person who would be successful be denied 
a college berth merely because he had a low test score? After all, it's 
success that counts, not test scores. But the fact is that for any statis
tical procedure that does not have perfect validity, there must always 
be incorrect prediction of low performance for some people; that is, 
there will always be successful people whose predictor scores were 
down with the generally unsuccessful people instead of up with the 
generally successful people (and vice versal. In that sense, anything 
less than a perfect test will always be "unfair" to the potentially high
achieving people who were rejected. It can be seen that lack of per
fect validity functions in exactly the same way as test unreliability, 
discussed earlier. 

As noted earlier in the case of Thorndike's definition, this prob
lem could be partly overcome in practice if social consensus restric
tions could be put on the defining of bona fide minority groups. But 
given the almost unlimited number of potentially definable social 
groups, it is unlikely that social or legal consensus would be reached 
limiting the application of this definition to blacks, Chicanos, Amer
ican Indians, and a few other groups. 

Basically, Cole noted the same fact that Thorndike noted: In 
order for a test with less-than-perfect validity to be fair to individuals, 
the test must be unfair to groups. In particular, in our example, the 
group of applicants who score below average on the test will have 
none of their members selected despite the fact that some of them 
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would have shown successful performance if selected. The test is 
thus unfair to this group. However, it is fair to each individual 
because each is selected or rejected based on the best possible esti
mate of his or her future performance. It is perhaps important to 
note that this is not a problem produced by the use of psychological 
tests; it is a problem inherent in reality. Society and its institutions 
must make selection decisions. They are unavoidable. Elimination of 
valid psychological tests usually means their replacement with 
devices or methods with less validity (e.g., the interview), thus fur
ther increasing the unfairness to individuals and/or groups. 

Darlington S Definition 4 

The fourth concept of test bias discussed by Darlington (1971) 
defines a test as fair only if rex = O. That is, by this definition, a test 
would be unfair if it showed any mean difference between the races 
at all, regardless of the size of the difference that might exist on some 
criterion that is to be predicted. If the same cutoff score is to be used 
for blacks and whites, then this statistical criterion corresponds to 
the use of population-based quotas. If separate regression lines and 
hence separate cutoff scores are to be used, then mean differences on 
the test are irrelevant to the issue of quotas. 

A Fifth Definition of Test Fairness 

After defining and discussing four different statistical models of 
test fairness, Darlington (1971) turned to the commonly occurring 
prediction situation in which there is a difference favoring whites on 
both the test and the criterion and the black regression equation falls 
below that for whites. This situation is shown in Figure 6A. Noting 
that the use of separate regression equations (or the equivalent, the 
use of multiple-regression equations with race as a predictor), as 
required by Cleary's 1968 definition, would admit or select only an 
extremely small percentage of blacks, Darlington introduced his con
cept of the "culturally optimun" test. Darlington suggested that 
admissions officers at a university be asked to consider two potential 
graduating seniors, one white and the other black, and to indicate 
how much higher the white's GPA would have to be before the two 
candidates would be "equally desirable for selection" (p. 79). This 
number is symbolized K and given a verbal label, such as racial 
adjustment coefficient. Then, in determining the fairness of the test, 
K is first subtracted from the actual criterion scores (GPAs) of each of 
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FIGURE 6. Darlington's method (1971) of altering the data to define a "culturallyopti
mal" test. (A) The original test. (H) The altered data when K = AY. (C) The altered data 
when K > AY. (D) The altered data when K < .::lY. 

the white subjects. Ifthese altered data satisfy Cleary's 1968 definition 
of a fair test, the test is considered culturally optimum. 

Figure 6 illustrates the geometrical meaning of Darlington's doc
tored criterion. If the admissions officer chooses a value of K that is 
equal to .l Y in Figure 6A, then the altered data will appear as in Fig
ure 6B; that is, there will be a single common regression line and the 
test as it stands will be culturally optimum. If, however, an over
zealous admissions officer chooses a value of K greater than .l Y, the 
doctored data will appear as in Figure 6C; that is, the test will appear 
to be biased against blacks according to Cleary's definition and will 
thus not be culturally optimum. Similarly, should an uncooperative 
admissions officer select a value of K < .l Y, the altered data would 
look like Figure 6D and would thus appear to· be biased against 
whites by Cleary's criterion and hence show the test not to be cul
turally optimum. 
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Thus, a cynic might well assume that in practice Darlington's def
inition of culturally optimum would simply lead to the selection of a 
value of K that would make whatever test was being used appear to 
be culturally optimum. But suppose that admissions officers were 
willing to choose K without looking at the effect that their choices 
would have on the data. How, tren, are the nonoptimum tests to be 
used? One might suppose that, because Darlington was eager to doc
tor the criterion data, he would also be willing to doctor the predic
tor data as well. For example, the situation in Figure 6D could be 
remedied by simply subtracting a suitable constant from each black's 
test score. However, Darlington permitted the doctoring only of cri
terion scores; he was opposed to doctoring the predictor scores. 

If the predictor scores are not manipulated by a direct mathe
matical rescoring, then the same effect must be obtained by con
structing a new test. Consider, then, the situation shown in Figure 
6D. The new test must have the ultimate effect of giving blacks lower 
scores than they would have got on the original test, while leaving 
white scores untouched. Thus, the test constructor is in the awk
ward position of adding items that are biased against blacks in order 
to make the test fair! 

Darlington was not unaware of this problem. He would not label 
the test fair unless the two regression lines using the doctored crite
rion were equal. But what if we do not yet have a culturally fair test? 
What did Darlington recommend as an interim procedure for using 
an unfair test? He stated that the unfair test can be used in a fair way 
if it is combined with race in a multiple-regression equation based on 
the doctored criterion (i.e., if separate, doctored regression lines are 
usedl. Thus, he used the unequal doctored regression lines in much 
the same way as Cleary recommended use of the unequal regression 
lines for undoctored regression lines. What does this procedure 
come to, in which the administrator has chosen a value of K that is 
too low to label the existing test culturally optimum? If the doctored 
regression line for blacks is still below the doctored regression line 
for whites, then the beta weight for blacks will still be negative, and 
the multiple-regression equation will implicitly subtract that weight 
from each black's score. 

What would an administrator do if this were pointed out to her 
or him? We believe that she or he would react by increasing the 
value of K to make the doctored regression lines equal. That is, we 
think that the actual consequence of Darlington's recommendation 
for the fair use of an unfair test would be to further increase the like
lihood of using a value of K that makes the doctored regression lines 
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equal. That is, we believe that Darlington's definition offair use, like 
his definition of fair test, is most likely to result in a harried admin
istrator's choosing K to eliminate the difference between the doc
tored regression lines. If we are right, then Darlington'S recommen
dations for fair use will lead in practice to simply labeling existing 
tests culturally optimum. 

What is the upshot of Darlington's suggestion? From a mathe
matical point of view, adding a constant to or subtracting it from the 
criterion is exactly equivalent to adding constants to or subtracting 
them from the predictor, and this, in turn, is equivalent to using dif
ferent cutoff scores for the two groups. Thus, in the last analysis, Dar
lington's method is simply an esoteric way of setting quotas, and 
hence, the expense of constructing culturally optimum tests to set 
quotas is a waste of time and money. 

Variations and Decision Theory 

There have been a number of variations on the previous themes. 
These are summarized in Novick and Peterson (1976), who eventu
ally opted for Darlington's last definition. However, they explicitly 
recognized that new tests need not be written because differential 
cutoff procedures do the same thing. They called their position the 
"decision theory" position because they linked their differential eval
uation of people to the differential evaluation of outcomes in a deci
sion-theoretic scheme. A similar position was adopted by Cronbach 
(1976). Darlington (1978) even claimed that this decision-theoretic 
approach was a reconciliation of the argument about quotas versus 
merit. However, Hunter and Schmidt (1978) pointed out that decision 
theory merely restates the problem in an esoteric form. Rather than 
arguing that blacks deserve a certain proportion of the admissions or 
jobs, one must argue that a black person is worth 2 (or 1.8 or 2.2 or 
.. .l times as much as a white person. Indeed, one difficulty of the 
decision theory approach is the difficulty of computing the exact 
ratio of differential worth required to yield population quotas as the 
desired result. 

Statistical Models versus Causal Processes 

We believe that statistical equations cannot be considered in the 
abstract. The ethical implications of a given statistical result depend 
on the substantive meaning of that result, and that meaning depends 
on a causal theory linking the variables to the way in which race 
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enters the relationship. We will now consider several examples in 
detail. Across the set of examples, we will show weaknesses in all of 
the definitions, though the Darlington-Cole definition fares worst. 

First, consider a pro football coach attempting to evaluate the 
rookies who have joined the team as a result of the college draft. 
Because the players have all come from different schools, there are 
great differences in the kind and the quality of training that they 
have had. Therefore, the coach cannot rely on how well they play 
their positions at that moment in time; they will undergo consider
able change as they learn the ropes over the next few months. What 
the coach would like to know is exactly what their athletic abilities 
are without reference to the way they've learned to play to date. Sup
pose he decides to rely solely on the 40-yard dash as an indicator of 
football ability, that is, as a selection test. It is possible that he would 
then find that he was selecting a much larger percentage of blacks 
than he had expected, using his judgment of current performance. 
Would this mean that the test is discriminatory against whites? That 
depends on the explanation for this outcome. Consider the defensive 
lineman on a passing play. His ability to reach the quarterback before 
he throws the ball depends not only on the speed necessary to go 
around the offensive lineman opposing him but also on sufficient 
arm strength to throw the offensive lineman to one side. Assume, for 
the sake of this example, that blacks are faster, on the average, than 
whites but that there are no racial differences in upper body 
strength. Because the 40-yard dash represents only speed and does 
not measure upper body strength, it cannot meet Darlington's sub
stantive assumptions. That is, the 40-yard dash taps only the abilities 
on which there are racial differences and does not assess those that 
show no such differences. 

How does the 40-yard dash behave statistically? If speed and 
upper body strength were the only factors in football ability, and if 
the 40-yard dash were a perfect index of speed, then the correlations 
would satisfy r yc.x = O. That is, by Cleary's definition, the 40-yard 
dash would be an unbiased test. Because r yc.x = 0, rxc.y cannot be 
zero, and hence, according to Darlington's definition, the 40-yard 
dash is culturally unfair (i.e., biased against whites). (Because the 
number of whites selected would be less than the Thorndike quota, 
Thorndike, too, would call the test biased.! If the coach is aware that 
upper body strength is a key variable and is deliberately avoiding the 
use' of a measure of upper body strength in a multiple-regression 
equation, then the charge that the coach is deliberately selecting 
blacks would seem quite reasonable. But suppose that the nature of 
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the missing predictor (i.e., upper body strength) is completely 
unknown. Would it then be fair to charge the coach with using an 
unfair test? 

At this point, we should note a related issue raised by Linn and 
Werts (1971), They, too, considered the case in which the criterion is 
affected by more than one ability, one of which is not assessed by the 
test. If the test assessed only verbal ability and the only racial differ
ences were on verbal ability, then the situation would be like that 
described in the preceding paragraph: The test would be unbiased 
by the Cleary definition, but unfair according to Darlington's Defini
tion 3. However, if there are also racial differences on the unmea
sured ability, then the test is not unbiased by Cleary's definition. For 
example, if blacks are also lower, on the average, in numerical ability 
and numerical ability is not assessed by the entrance test, then the 
black regression line and the test would be biased against whites by 
Cleary's definition. According to Darlington's Definition 3, on the 
other hand, the verbal ability test would be fair if, and only if, the 
racial difference on the numerical test were of exactly the same mag
nitude in standard score units as the difference on the verbal test. If 
the difference on the missing ability were less than the difference on 
the observed ability, then Darlington's definition would label the test 
unfair to blacks, whereas if the difference on the missing ability were 
larger than the difference on the observed ability, then the test would 
be unfair to whites. Furthermore, if the two abilities being consid
ered were not the only causal factors in the determination of the cri
terion (Le., if personality or financial difficulties were also corre
lated), then these statements would no longer hold. Rather, the 
fairness of the ability test under consideration would depend not 
only on the size of racial differences on the unknown ability, but on 
the size of racial differences on the other unknown causal factors as 
well. That is, according to Darlington's Definition 3, the fairness of a 
test cannot be related to the causal determination of the criterion 
until a perfect multiple-regression equation on known predictors has 
been achieved. That is, Darlington's definition can be statistically but 
not substantively evaluated in real situations. 

For the purpose of illustration, we now consider a simplified the
ory of academic achievement in college. Suppose that the college 
entrance test were, in fact, a perfect measure of academic ability for 
high school seniors. Why is the validity not perfect? Consider three 
men of average ability. Sam meets and marries "Wonder Woman." 
She scrubs the floor, earns $200 a week, and worships the ground 
Sam walks on. Sam carries a B average. Bill dates from time to time, 
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gets hurt a little, turns off on girls who like him once or twice, and 
generally has the average number of ups and downs. Bill carries a C 
average. Joe meets and marries "Wanda the Witch." She lies around 
the house, continually nags Joe about money, and continually 
reminds him that he is "sexually inadequate." As Joe spends more 
and more time at the local bar, his grades drop to a D average, and 
he is ultimately thrown out of school. In a nutshell, the theory of 
academic achievement that we wish to consider is this: Achievement 
equals ability plus luck, where luck is a composite of few or no 
money troubles, sexual problems, automobile accidents, deaths in 
the family, and so on. There are few known correlations between 
luck and ability and few known correlations between luck and per
sonality, but for simplicity of exposition, let us assume that luck is 
completely independent of ability and personality. Then, luck in this 
theory is the component of variance in academic performance that 
represents the situational factors in performance that arise after the 
test is taken and during the college experience. Some of these factors 
are virtually unpredictable: just what woman he happens to sit 
beside in class, whether he arrives at the personnel desk before or 
after the opening for the ideal part-time job is filled, whether he gets 
a good adviser or a poor one, and so on. Some of these factors may 
be predicted: family financial support in case of financial crisis, prob
able income of spouse (if anyl, family pressure to continue in college 
in case of personal crisis, and so on. However, even those factors that 
may be predicted are potentialities and are not actually relevant 
unless other, nonpredictable events occur. Thus, there is inevitably 
a large random component to the situational factors in performance 
that is not measurement error, but that has the same effect as mea
surement error in that it sets an upper bound on the validity of any 
predictor test battery even if it includes biographical information on 
family income, stability, and the like. 

According to this theory, a difference between the black and 
white regression lines (over and above the effect of test unreliabilityl 
indicates that blacks are more likely to have bad luck than are 
whites. Before going on to the statistical questions, we note that 
because we have assumed a perfect ability test, there can be no miss
ing ability in the following discussion. And because we have 
assumed that nonability differences are solely determined by luck, 
the entity referred to as motivation is in this model simply the con
crete expression of luck in terms of overt behavior. That is, in the 
present theory, motivation is assumed to be wholly determined by 
luck and hence already included in the regression equation. 
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Now, let us consider the statistical interpretations of the fairness 
of our hypothetical, perfectly valid (with respect to ability), and per
fectly reliable test. Because on the average blacks are assumed to be 
unlucky as well as lower in ability, the racial difference in college 
achievement in this model will be greater than that predicted by abil
ity alone, and hence the regression lines of college performance com
pared with ability will not be equal. The black regression line will 
be lower. Thus, according to Cleary, the test is biased against whites. 
According to Thorndike, the test may be approximately fair (perhaps 
slightly biased against blacksl. According to Darlington, the test could 
be either fair or unfair: If the racial difference in luck were about the 
same in magnitude as the racial difference on the ability test, then 
the test would be fair; but if the race difference in luck were less than 
the difference on the ability test, then the test would be unfair to 
blacks. That is, the Darlington assessment of the fairness of the test 
would depend not on the validity of the test in assessing ability, but 
on the relative harshness of the personal-economic factors determin
ing the amount of luck accorded the two groups. Darlington'S statis
tical definition thus does not fit his substantive derivation in this con
text-unless one is willing to accept luck as an "ability" inherent to 
a greater extent in some applicants than in others. 

The problem with Darlington's definition becomes even clearer 
if we slightly alter the theory of the above paragraph. Suppose that 
the world became more benign and that the tendency for blacks to 
have bad luck disappeared. Then, if we make the same assumption 
as above (i.e., a perfect test and our theory of academic achievement), 
the regression curves would be equal, and r yc.x = o. Thus, according 
to Cleary's definition, the test would be unbiased against whites. Dar
lington'S Definition 3 would then label the test unfair to blacks. This 
last statement is particularly interesting. In our theory, we have 
assumed that exactly the same ability lay at the base of performance 
on both the test and later GPA. Yet, it is not true in our theory that 
rxc.y = o. Thus, this example has shown that Darlington'S substantive 
interpretation of rxc.y does not hold with our additional assumption 
(of a nonstatistical nature), and hence, his argument about the sub
stantive justification of his definition is not logically valid. 

We note in passing that this last example poses a problem for 
Cleary's definition as well as for Darlington'S. If the difference 
between the regression lines were, in fact, produced by group differ
ences in luck, then would it be proper to label the test biased? And if 
this model were correct, how many unqualified individualists would 
feel comfortable using separate regression lines to take into account 
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the fact that blacks have a tougher life (on the average) and hence 
make poorer GPAs than their ability would predict? In the case of 
both definitions, this analysis points up the necessity of substantive 
models and considerations. Statistical analyses alone can obscure as 
much as they illuminate. 

ETHICAL POSITIONS, STATISTICAL DEFINITIONS, AND PROBLEMS 

In this section, we briefly relate each ethical position to its appro
priate statistical operation and point out some of the advantages and 
disadvantages of each approach. 

UNQUALIF1ED INDIVIDUALISM 

The ethical imperative of individualism is to apply to each per
son the prediction procedure that is most valid for that person. Thus, 
white performance should be predicted by the test that has maxi
mum validity for whites. Black performance should be predicted by 
means of the test that has maximum validity for blacks. The person 
with the highest predicted criterion score is then selected. If there 
are differences in the regression lines, then separate regression lines 
would be used. 

Empirical research has shown that most of the problems in this 
position cited by Hunter and Schmidt (1976) do not exist. Research 
has shown that validity is the same for all major ethnic groups. Thus, 
the test with maximum validity for whites is the test with maximum 
validity for blacks. Research has shown that regression lines have 
the same slope and that differences in intercepts vanish for compos
ite ability scores (i.e., those with maximum validity), Thus, the 
unqualified individualist argues for the use of standard tests (i.e., 
ranking) in whatever combination is known to have optimal validity. 

QUALIF1ED INDIVIDUALISM 

The qualified individualist argues for the predictor combination 
that maximizes validity, so long as race is not part of the predictive 
system. Hunter and Schmidt (1976) noted that such a choice could 
create severe logical problems if differences in test regression lines 
were found, as additional predictors could be indirect indicators of 
race. However, research has now shown that differences in regres
sion lines are an artifact of considering tests one at a time. The regres-
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sion lines become essentially identical once an optimally valid com
posite ability score is considered. 

Given the cumulative research findings available today, there is 
no longer any separation between qualified and unqualified individ
ualism that is empirically relevant. That is, although the positions 
can be separated philosophically, the empirical situations that would 
result in a difference in outcome do not occur. 

QUOTAS 

The main technical question for an adherent of quotas is, 
Whose? Once the quotas have been set, the only remaining ethical 
question is how to select from within each group. Although some 
would use random selection within groups, most would invoke indi
vidualism at this point. With this assumption, the optimal strategy 
for filling quotas can be stated: For each group, obtain predicted cri
terion performance using the test that has maximum validity for the 
given group. If the test with maximum validity for blacks is not the 
test with maximum validity for whites, then it is unethical to use 
the same test for both. 

The major problem in a quota-based system is that the criterion 
performance of selectees as a whole can be expected to be consid
erably lower than in unqualified or even qualified individualism. In 
college selection, for example, the poor-risk blacks who are admitted 
by a quota are more likely to fail than are the higher scoring whites 
who are rejected because of the quota. Thus, in situations in which 
low-criterion performance carries a considerable penalty, being 
selected on the basis of quotas is a mixed blessing. Second, there is 
the effect on the institution. The greater the divergence between the 
quotas and the selection percentages based on actual expected per
formance, the greater the difference in mean performance in those 
selected. If lowered performance is met by increased rates of expul
sion, then the institution is relatively unaffected, but (1) the quotas are 
undone, and (2) there is considerable anguish for those selected who 
don't make it. On the other hand, if the institution tries to adjust to 
the candidates selected by quotas, there may be great cost and 
inefficiency. 

The situation in industry is even more complicated. First, low
ability workers are, on the average, the low-performance workers. 
If the organization fires low-performance workers, then the quotas 
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are undone. If the poor-performance workers are kept on, then they 
become known as "affirmative action" workers. This approach is 
demoralizing for the poor worker and creates considerable resent
ment among the better workers, who view themselves as "carrying" 
the poor worker. There is also great cost for the high-performance 
black worker because there is no recognition that the high-ability 
black worker is there on merit. 

Second, if higher positions within the organization are filled 
from within, then using lowered standards for minority workers at 
the entry level produces severe problems for later promotion. If pro
motion is done on the basis of high performance on the entry-level 
job, then merit promotion quickly produces an entry-level worker 
population that is heavily weighted with low-ability, low-perfor
mance workers. Thus, new high-ability hires <largely white) will be 
promoted ahead of low-performance workers who have been in the 
job for some time. This pattern may appear to be even more unfair 
than using merit hiring for the entry-level job in the first place. 

Third, the promotion problem is even worse if the higher order 
jobs require more cognitive ability than the lower level job. Now, 
maximum validity promotion would call for the use of tests as well 
as performance as a basis for promotion. The dilemma of merit ver
sus quotas is then moved en masse from entry-level hiring to 
promotion. 

Fourth, there is the loss in productivity that results from hiring 
low-ability workers. As noted earlier, this loss in productivity must 
be paid for by the consumer, by the company in terms of reduced 
sales and a poorer competitive market position, and ultimately by 
minority workers in terms of reduced employment. 

CONCLODING REMARKS ON ETHICS 

We have presented three ethical positions in regard to the use of 
tests or other selection devices for hiring, and we have shown that 
these positions are irreconcilable. We have also shown that various 
attempts to construct statistical definitions of "fairness" have been 
linked to these ethical positions rather than to scientific questions 
about the meaning of test scores. Thus, we feel that we have shown 
that none of these statistical procedures can be accepted as scientific 
definitions of fairness. 

The problem in all these definitions is that they confuse two sep
arate issues: the fairness of test scores with the fairness of racially or 
ethnically unbalanced work forces. The fairness of test scores is a 
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scientific question that can be and has been answered by empirical 
study. Test scores are fair to minority groups; test scores are just as 
indicative of ability among minority applicants as among majority 
applicants. However, the question of how many minority workers 
should be hired is an ethical question and has no scientific resolution. 

PRODUCfIVITY INCREASE VERSUS MINORITY HIRING RATES FOR 
FOUR STRATEGIES OF SELECTION USING TESTS 

Because there are no differences in the slopes of regression lines 
for different ethnic groups, tests can always be scored so as to be con
sistent with any of the models of fair test use defined in the previous 
section. That is, by adding a certain number of points to the test score 
for each black applicant, the effective test score can be made to be 
"fair" by different definitions. The number of points to be added is 
least for the Cleary definition (Cleary, 196B), then higher for Thorn
dike (1971), higher yet for Darlington-Cole (Darlington, 1971; Cole, 
1973), and highest of all for population quotas. These formulas are 
given in the appendix. 

If tests can be scored to produce any desired definition of fair
ness, then one can mathematically calculate the consequences of 
such test use. We will calculate two important bases for evaluating 
different test-use models: the economic benefits in terms of increased 
average productivity and the minority hiring rate. The two aspects 
turn out to be negatively correlated. The Cleary model yields the 
highest productivity but the lowest minority hiring rate. Quotas max
imize the minority hiring rate but minimize productivity. The trade
off between the two is quantified by these computations, though the 
resolution of the conflict must be settled by considerations beyond 
the computations. 

The present section has two purposes. The first is to assess as 
accurately as possible on a continuous interval scale the utility loss 
that one can expect in practice in moving from the Cleary through 
the Thorndike and the Darlington models to the quota model of fair
ness. That there will be losses is known a priori. Tests meeting the 
Cleary definition provide maximum utility because the definition is 
based on a least-squares prediction of the criterion; Thorndike's def
inition moves away from this principle, and Darlington's definition 
even more so. 
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The second purpose of this section is to assess the impact of the 
four models on minority selection rates under varying conditions of 
overall selection ratio, validity, and minority base rate in the appli
cant pool, thus allowing direct comparison of gains in minority hir
ing rates with losses in selection utility. As noted previously, there 
has been increasing recognition by selection psychologists that the 
choice of a fairness model cannot satisfactorily be made solely on sta
tistical bases; questions of social policy and social values necessarily 
enter into the choice (Cronbach, 1976; Hunter & Schmidt, 1976l. In 
fact, some have recommended the application of decision-theoretic 
models, with explicit and potentially different utilities being assigned 
to minority and majority selection outcomes (GrosS & Su, 1975; Nov
ick & Peterson, 1976l. If one is to intelligently weight social value con
siderations in this decision process, he or she must first understand 
the properties of competing models-specifically, a model's impli
cations for minority selection rates and for selection utility. 

METHOD 

Assessment of Selection Utility 

It has been demonstrated (Brogden, 1946; Cronbach & GIeser, 
1965, Chap. 4) that gain in employee performance due to selection 
(assuming fixed jobs) is a direct linear function of test validity (rZY) 

per se, and not of rzy (the coefficient of determination), or of 

1 - VI - rzy (the index of forecasting efficiency) 

The validity coefficient itself is the proportion of maximum utility 
attained, where maximum utility is what would be attained if, hold
ing the selection ratio and the quality of the applicant pool constant, 
one could select on a perfectly valid test. Attained gain in utility is 
typically expressed as Zy of those selected, Zy (selecteesl. Zy (selec
tees) = rxyZx (selecteesl. This gain is actually a difference score, and 
thus, on a ratio scale of performance, Zy (selectees) = Zy (selectees) 
- Zy (applicantsl. But Zy (applicants) = O. (The z-score scale used is 
that of the total group.! In the terms of the economist, Zy (selectees) 
is the marginal utility of the selection test. This principle, however, 
holds only when X and Yare identically distributed (Brogden, 1946) 
and there is a single regression line for all subgroups. In subgroup 
validation studies, if X and Yare normally distributed within both 
groups and if the mean difference on X is not equal to the mean dif
ference on Y, the composite distributions of X and Y differ in shape. 
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In addition, the regression lines for the two groups may differ (in this 
study, the intercepts are often unequal). Therefore, the usual equa
tion for computing selection utility could not be used; instead, Zy 
(selectees) - Zy. (applicants), the marginal utility, was computed 
directly by means of the procedure described in the Appendix. It 
should be noted that our analysis,like that of Brogden (1946), assumes 
a linear relation between job performance and the value or utility of 
that performance. Under most circumstances, this would appear to 
be a quite reasonable assumption. 

Finally, it should be emphasized that the term utility is used in 
this chapter to indicate both gain (in standard score form) in average 
employee performance due to selection and the dollar value of this 
gain. Utility, as the term is used by Cronbach and GIeser (1965), refers 
to the dollar value of this gain minus the cost of testing. Our analysis 
assumes, in effect, that the cost of testing is zero. This assumption has 
no effect at all on obtained differences in dollar utility among the var
ious models because the cost of testing is common to all models and 
thus drops out. (Even the quota model requires selection, within 
groups, on test score.l The assumption does, however, have a slight 
effect on ratios of utilities, as noted below. 

Independent Variables 

In addition to the four models of test fairness, the three other 
independent variables were within-group validities (rXY' varied from 
.00 through 1.00 in steps of .10); minority base rate in the applicant 
pool (BRmin, varied from .00 to 1.00 in steps of .10); and the overall 
selection ratio (SR, values of .10 and .501. 

The Model and the Program 

A careful review of the subgroup employment-test validation lit
erature revealed an average majority-minority difference on the cri
terion of approximately .5 standard deviation (SDJ units favoring the 
majority group. Variation around this figure is not great; on the one 
hand, there is almost always some difference, and, on the other, it is 
seldom as great as, say, one standard deviation (although test score 
differences are frequently one standard deviation or greaterl. 
Accordingly, group differences on Y were held constant at .5 stan
dard deviation units throughout the study. A computer program was 
written that, for each level of rXY, adjusted the mean minority test 
score to produce a fair test under the requirements of the special 
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model of test fairness. Majority test means were held constant across 
models and levels of rxy• Both subgroups' standard deviations and 
rxy's were assumed equal. Conceptually, this procedure is identical 
to either revising a test to alter subgroup differences (holding validity 
constant) or adjusting the cutoff on X so that the proportion of the 
total group above the cutoff equals the desired overall selection ratio. 
The procedure explained in the Appendix was then used to compute 
the marginal utility of selection, as explained above. Marginal utilities 
for the Thorndike, Darlington, and quota models were expressed as 
percentages of maximum attainable utility, that is, the utility of the 
Cleary model. The selection ratio for the minority group under each 
condition was also determined. (This is the proportion of the minor
ity applicants that were selected, not the proportion of selectees who 
were minority. The latter figure can be quite deceptive because of its 
direct dependence on the minority base rate in the applicant pool.) 

RESULTS AND DISCUSSION 

Tables 1 and 2 present the standard-score marginal utilities of the 
four fairness models for the overall selection ratios of .10 and .50, 
respectively. These figures represent the increase, in within-group 
standard-deviation units, in mean performance level attributable to 
the use ofthe selection test. It can be seen that, as noted earlier, when 
there is only one applicant subgroup (i.e., when BRmin = 1.00 or .00l, 
utilities are a linear function of validity. With two subgroups present 
in the applicant pool, this function becomes somewhat nonlinear: a 
mildly positively accelerated monotonically increasing function of 
validity. As would be expected, marginal utilities increase with valid
ity and decrease with selection ratio. When the overall selection ratio 
is .50,marginal utilities are always greatest when minority group 
members comprise half the applicant pool. When the overall selec
tion ratio is .10, higher minority base-rate values provide maximum 
marginal utilities at low validities, but the optimal minority base rate 
moves toward .50 as validity increases. 

It can be seen in Tables 1 and 2 that the four fairness models are 
ranked in utility as expected. Tables 3 and 4 show utilities for the 
three statistically nonoptimal models as percentages of Cleary-model 
utility. It can be seen that the relative utility loss is greatest at low 
validities and decreases as validity increases. The lower the validity, 
the greater the departure from the regression model required by the 
Thorndike, Darlington, and quota models, as validity approaches 
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Marginal Utility of a Selection Test for Four Models of Fairness (SR .10l" 
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.10 .20 .30 .40 .50 .60 

176 351 527 702 878 1.053 
176 351 527 702 878 
176 351 527 702 878 
176 351 527 702 878 

451 504 623 770 930 
222 395 568 741 914 
180 359 539 718 897 
176 351 527 702 878 

480 563 
253 424 
183 365 
176 351 

459 569 
271 441 
185 370 
176 351 

427 540 
278 448 
186 372 
176 351 

672 809 962 
596 767 
548 730 
527 702 

689 827 
612 782 
554 737 
527 702 

687 830 
618 788 
557 741 
527 702 

938 
911 

878 

978 
952 
920 
878 

983 
958 
925 
878 

390 522 673 822 978 
275 
186 
176 
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616 
558 
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786 
742 
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878 

1.053 
1.053 
1.053 

1.095 
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1.053 

1.122 
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1.091 
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1.137 
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1.101 
1.053 

1.142 
1.128 
1.106 
1.053 

1.139 
1.127 
1.106 
1.053 

.70 .80 .90 1.00 

1.229 1.404 1.580 1.755 
1.229 
1.229 
1.229 

1.263 
1.259 
1.253 
1.229 

1.404 
1.404 
1.404 

1.434 
1.432 
1.429 
1.404 

1.580 
1.580 
1.580 

1.606 
1.605 
1.604 
1.580 

1.755 
1.755 
1.755 

1.778 
1.778 
1.778 
1.755 

1.287 1.454 1.624 1.794 
1.281 
1.270 
1.229 

1.300 
1.293 
1.280 
1.229 

1.305 
1.298 
1.285 
1.229 

1.452 
1.447 
1.404 

1.466 
1.463 
1.458 
1.404 

1.471 
1.469 
1.463 
1.404 

1.623 
1.622 
1.580 

1.634 
1.634 
1.632 
1.580 

1.639 
1.639 
1.637 
1.580 

1.794 
1.794 
1.755 

1.804 
1.804 
1.804 
1.755 

1.809 
1.809 
1.809 
1.755 

1.303 1.470 1.639 1.809 
1.298 
1.285 
1.229 

1.468 
1.462 
1.404 

1.638 
1.637 
1.580 

1.809 
1.809 
1.755 

350 495 651 822 967 1.130 1.296 1.464 1.634 1.804 
266 437 608 786 950 1.121 
186 371 556 742 922 1.102 
176 351 527 702 878 1.053 

308 463 625 786 950 
250 
185 
176 
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229 
182 
176 

220 
204 
179 
176 

176 
176 
176 
176 
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351 
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364 
351 

390 
378 
358 
351 

351 
351 
351 
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552 
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594 
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545 
527 

562 
552 
537 
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527 
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734 
702 

761 
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726 
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726 
715 
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915 
878 

929 
921 
905 
878 

905 
901 
893 
878 

878 
878 
878 
878 

1.116 

1.109 
1.095 
1.053 

1.098 
1.094 
1.084 
1.053 

1.077 
1.075 
1.070 
1.053 

1.053 
1.053 
1.053 
1.053 

1.291 1.462 1.633 1.804 
1.281 1.458 1.632 1.804 
1.229 1.404 1.580 1.755 

1.285 1.454 1.625 1.797 
1.281 
1.273 
1.229 

1.269 
1.267 
1.261 
1.229 

1.250 
1.249 
1.246 
1.229 

1.229 
1.229 
1.229 
1.229 

1.453 
1.449 

1.404 

1.441 
1.440 
1.437 
1.404 

1.424 
1.423 
1.422 
1.404 

1.404 
1.404 
1.404 
1.404 

1.625 
1.624 
1.580 

1.613 
1.612 
1.612 
1.580 

1.597 
1.597 
1.597 
1.580 

1.580 
1.580 
1.580 
1.580 

1.797 
1.797 
1.755 

1.785 
1.785 
1.785 
1.755 

1.772 
1.772 
1.772 
1.755 

1.755 
1.755 
1.755 
1.755 

"All utilities are expressed in within-group SD units. For rXY :5 .50, decimals have been omitted. 
be = Cleary (1968); T = Thorndike (1971); D - Darlington 11971, 1978); Q = Quota. 



TABLE 2 
Marginal Utility of a Selection Test for Four Models of Fairness (SR = .50la 

BRmin 

1.00 

.90 

.80 

.70 

.60 

.50 

.40 

.30 

.20 

.10 

.00 

C 

T 
D 
Q 

C 
T 
D 

Q 

C 

T 
D 

Q 

C 
T 
D 

Q 

C 
T 
D 
Q 

C 
T 
D 

Q 

C 
T 
D 

Q 

C 
T 
D 

Q 

C 
T 
D 

Q 

C 
T 
D 
Q 

C 
T 
D 

Q 

.10 

080 
080 
808 
080 

121 
096 
082 
080 

161 
109 
083 
080 

198 
119 
084 
080 

230 
125 
085 
080 

250 
127 
085 
080 

230 
125 
085 
080 

198 
119 
084 
080 

161 
109 
083 
080 

121 
096 
082 
080 

080 
080 
080 
080 

.20 

160 
160 
160 
160 

192 
175 
163 
160 

222 
188 
165 
160 

246 
197 
168 
160 

264 
202 
169 
160 

270 
204 
169 
160 

264 
202 
169 
160 

246 
197 
168 
160 

222 
188 
166 
160 

192 
175 
163 
160 

160 
160 
160 
160 

.30 

239 
239 
239 
239 

265 

Validity 

.40 

319 
319 
319 
319 

340 
254 333 
244 326 
239 319 

287 356 
266 344 
248 331 
239 319 

303 369 

274 352 
251 335 
239 319 

314 377 
280 357 
253 337 
239 319 

318 380 
281 359 
254 337 
239 319 

314 377 
280 257 
253 337 
239 319 

303 369 
274 352 
251 335 
239 319 

287 356 

266 344 
248 331 
239 319 

265 340 

254 333 
244 326 
239 319 

239 319 
239 319 
239 319 
239 319 

.50 

399 
399 
399 
399 

416 

.60 

479 
479 
479 
479 

493 
412 491 
407 487 
399 479 

430 505 
422 501 
413 494 
399 479 

440 513 
430 508 
417 499 
399 479 

446 518 
435 512 
420 502 
399 479 

448 520 
436 513 
421 503 
399 479 

446 518 
435 512 
420 502 
399 479 

440 513 
430 508 
417 499 
399 479 

430 505 
422 501 
413 494 
399 479 

416 493 
412 491 
407 487 
399 479 

399 479 
399 479 
399 479 
399 479 

.70 

559 
559 
559 
559 

571 

.80 

638 
638 
638 
638 

649 

.90 

718 
718 
718 
718 

728 
570 649 728 
568 648 728 
559 638 718 

581 658 736 
579 657 735 
575 655 735 
559 638 718 

588 664 741 
585 663 741 
581 661 740 
559 638 718 

592 668 745 
589 667 744 
584 664 744 
559 638 718 

594 669 746 
591 668 745 
585 665 745 
559 638 718 

592 668 745 
589 667 744 
584 664 . 744 
559 638 718 

588 664 741 
585 663 741 
581 661 740 
559 638 718 

581 658 736 
579 657 735 
575 655 735 
559 638 718 

571 649 728 
570 649 728 
568 648 728 
559 638 718 

559 638 718 
559 638 718 
559 638 718 
559 638 718 

a All utilities are expressed in within-group SD units. All decimals have boon omitted. 
be _ Cleary (1968); T - Thorndike (1970); D - Darlington (1971, 1978); Q - Quota. 

1.00 

798 
798 
798 
798 

807 
807 
807 
798 

814 
814 
814 
798 

819 
819 
819 
798 

822 
822 
822 
798 

823 
823 
823 
798 

822 
822 
822 
798 

819 
819 
819 
798 

814 
814 
814 
798 

807 
807 
807 
798 

798 
798 
798 
798 
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TABLE 3 
Marginal Utility as Percentage of Cleary-Model Utility for Three Fairness Models 

(SR = .10)" 

Validity 

BRmin Modelb .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00 

.90 T 49.2 78.4 91.2 96.2 98.3 99.3 99.7 99.9 99.9 100 
D 39.9 71.2 86.5 93.3 96.5 98.2 99.2 99.7 99.9 100 
Q 39.0 69.6 84.6 91.2 94.4 96.2 97.3 99.9 98.4 98.7 

.80 T 52.7 75.3 88.7 94.8 97.5 98.8 99.5 99.9 99.9 100 
D 38.1 64.8 81.6 90.2 94.7 97.2 98.7 99.5 99.9 100 
Q 36.7 62.3 78.4 86.7 91.3 93.9 95.5 96.6 97.3 97.8 

.70 T 59.0 77.5 88.8 94.6 97.3 98.8 99.5 99.8 99.9 100 

.60 

.50 

.40 

.30 

.20 

.10 

D 40.3 65.0 80.4 89.1 94.1 96.8 98.5 99.5 99.9 100 
Q 38.3 61.7 76.5 84.9 89.8 92.6 94.5 95.8 96.7 97.3 

T 
D 
Q 

T 
D 
Q 

T 
D 
Q 

T 

65.1 83.0 90.0 94.9 97.5 98.8 
43.6 68.9 81.1 89.3 94.1 96.9 
41.2 65.0 76.7 84.6 89.3 92.2 

70.5 85.4 91.5 95.6 97.9 99.0 
47.7 71.3 82.9 90.3 94.6 97.1 
45.1 67.2 78.3 85.4 89.8 92.5 

76.0 88.3 93.4 96.5 98.2 99.2 
53.1 75.0 85.4 91.7 95.4 97.5 
50.3 70.9 81.0 87.0 90.8 93.2 

81.2 91.1 94.9 97.3 98.6 99.4 

99.5 
98.5 
94.2 

99.6 
98.6 
94.3 

99.6 
98.8 
94.8 

99.7 

99.9 99.9 100 
99.5 99.9 100 
95.5 96.4 97.0 

99.9 99.9 100 
99.5 99.9 100 
95.5 96.7 97.0 

99.9 99.9 100 
99.6 99.9 100 
95.9 96.7 97.3 

99.9 99.9 100 
D 60.1 79.7 88.3 93.4 96.3 98.1 99.1 99.7 99.9 100 
Q 57.2 75.8 84.3 89.3 92.4 94.4 95.6 96.6 97.2 97.7 

T 
D 
Q 

T 

86.4 93.9 96.8 98.3 99.1 99.6 99.8 99.9 99.9 100 
68.7 85.0 91.8 95.4 97.4 98.7 99.4 99.7 99.9 100 
66.4 82.0 88.7 92.3 94.5 95.9 96.8 97.4 98.0 98.3 

92.7 96.9 98.2 99.1 99.5 99.8 99.9 99.9 99.9 100 
D 81.4 91.8 95.6 97.5 98.7 99.4 99.7 99.9 99.9 100 
Q 80.0 90.0 93.8 95.7 97.0 97.8 98.3 98.6 98.9 99.0 

• All fairness models produce equal utility when BRmin = 1.00 or .00. 
"T = Thorndike (1971); D = Darlington (1971, 1978); Q = Quota. 

1.00, and the Thorndike and Darlington definitions converge with the 
regression model. The quota model, however, does not fully con
verge at rXY = 1.00. (This reflects the fact that the quota model is the 
only standard that does not respond at all to differences in mean cri
terion scores. In each of the other three models, the emphasis on the 
mean criterion difference increases as validity increases.) The reader 
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TABLE 4 
Marginal Utility as Percentage of Cleary-Model Utility for Three Fairness Models 

(SR = .SO)a 

Validity 

BRmin Modelb .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00 

.90 

.80 

.70 

.60 

.50 

.40 

.30 

.20 

.10 

T 
D 
Q 

T 
D 
Q 

T 
D 
Q 

T 
D 
Q 

T 
D 

Q 

T 
D 
Q 

T 
D 
Q 

T 
D 
Q 

T 
D 
Q 

79.3 91.2 95.9 97.9 99.0 99.G 99.8 99.9 99.9 
67.7 84.9 92.1 95.9 97.8 98.8 99.5 99.9 99.9 
66.1 83.3 89.8 93.8 95.9 97.2 97.9 98.3 98.6 

67.7 84.7 92.7 9G.6 98.1 99.2 99.7 99.9 99.9 
51.6 74.3 86.4 93.0 96.1 97.8 99.0 99.5 99.9 
49.7 72.1 83.3 89.6 92.8 94.9 96.2 97.0 97.6 

GO.l 80.0 90.4 95.4 97.7 99.0 99.5 99.9 99.9 
42.4 68.3 82.8 90.8 94.8 97.3 98.8 99.5 99.9 
40.4 5.0 78.9 8G.5 90.7 93.4 95.1 96.1 96.6 

54.4 7G.5 89.2 94.7 97.5 98.8 99.5 99.9 99.9 
37.0 64.0 80.G 89.4 94.2 96.9 98.7 99.4 99.9 
34.8 GO.l 76.1 84.6 89.5 92.5 94.4 95.5 96.4 

50.8 75.6 88.4 94.5 97.3 98.7 99.5 99.9 99.9 
34.0 62.6 79.9 88.7 94.0 96.7 98.5 99.4 99.9 
32.0 59.3 75.7 84.0 89.1 92.1 94.1 95.4 96.3 

54.4 76.5 89.2 94.7 97.5 98.8 99.5 99.9 99.9 
37.0 64.1 80.6 89.4 94.2 96.9 98.7 99.4 99.9 
34.8 60.1 76.1 84.6 89.5 92.5 94.4 95.5 96.4 

GO.l 80.0 90.4 95.4 97.7 99.0 99.5 99.9 99.9 
42.4 68.3 82.8 90.8 94.8 97.3 98.8 99.6 99.9 
40.4 65.0 78.9 86.5 90.7 93.4 95.1 96.1 96.9 

67.7 84.7 92.7 96.6 98.1 99.2 99.7 99.9 99.9 
51.6 74.3 8G.4 93.0 96.1 97.8 99.0 99.5 99.9 
49.7 72.1 83.3 89.6 92.8 94.9 96.2 97.0 97.6 

79.3 91.2 95.9 97.9 99.0 99.6 99.8 99.9 99.9 
67.7 84.9 92.1 95.9 97.8 98.8 99.5 99.9 99.9 
66.1 83.3 89.8 93.8 95.9 97.2 97.9 98.3 98.6 

100 
100 

98.9 

100 
100 

98.0 

100 
100 

97.4 

100 
100 

97.1 

100 
100 

97.0 

100 
100 

97.1 

100 
100 

97.4 

100 
100 

98.0 

100 
100 

98.9 

a All fairness models produce equal utility when BRmin = 1.00 or .00. 
bor = Thorndike (1971); D = Darlington (1971, 1978); Q = Quota. 

should remember that the utility ratios shown in Tables 3 and 4 are 
in terms of mean gain in performance due to selection and do not 
include. the cost of testing. But as a practical matter, these ratios 
would be little changed given realistic estimates of the cost of testing. 
The effect of considering the cost of testing would be to reduce all of 
the ratios slightly. 
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When the overall ratio is .50, the loss in utility, moving from 
Cleary through Thorndike and Darlington to the quota model, is 
always greatest at a minority base rate of .50. When the overall selec
tion ratio is .10, maximum utility loss occurs at higher minority base
rate values at low rxy; and as rXY increases, the point of maximum 
loss moves toward a minority base rate of .50. 

Tables 5 and 6 present the minority-group selection ratios (MSRs) 
for the four fairness models when overall selection ratios are .10 and 
.50, respectively. It can be seen that the minority selection ratio 
increases with validity under the Cleary model and decreases with 
validity under the Darlington model. In Thorndike's model, the 
minority selection ratio is independent of validity, being determined 
solely by the subgroup difference on the criterion, the minority base 
rate, and the overall selection ratio. Differences between the models 
in minority selection ratio are greater, on a relative basis, than utility 
differences and, in fact, are quite substantial. Given overall selection 
ratios of .10 or .50 and a known payoff standard deviation (SD y ), r XY, 

and minority base rate, Tables 1, 2, 5, and 6 provide the information 
necessary to compute trade-offs between utility and the minority 
selection ratio. 

To compute economic savings in dollar terms, we need two 
more numbers: the number of persons to be hired and the standard 
deviation of performance in dollar terms. The standard deviation in 
dollar terms varies from job to job. The value to be used here is an 
average value based on a review of the literature by Hunter and 
Schmidt (1982; see also Schmidt, Hunter, McKenzie, &. Muldrow, 
1979). They found that the standard deviation in dollar terms is typ
ically about 40% of the mean wage. The large known deviations are 
in the direction of being much larger than 40% of the mean wage. 
Thus, the use of this base rate may underestimate utility differences 
for certain critical jobs. The average annual wage in 1980 for nonsu
pervisory and nonagricultural workers was $13,540. Thus, for this 
group, the standard deviation in dollar terms would average $5,416 
on an annual basis. But a person is not hired just for one year; the 
benefits or losses associated with a particular hire extend over the 
entire time that the employee is with the organization. Median ten
ure in 1978 was 3.6 years. Thus, we estimate the average standard 
deviation in dollar terms to be approximately $20,000 over the tenure 
of the worker hired (3.6 X $5,416 = $19,497). 

Consider now the more commonly occurring combinations of 
rXY and the minority base rate. In Table 1, it can be seen that when 
the overall selection ratio is .10, the minority base rate (BRmin ) is .30; 
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TABLES 
Minority Group Selection Ratios under Four Fairness Models (Overall 

SR = .10)a 

Validity 

BRmin 

.90 

.BO 

.70 

.60 

.50 

.40 

.30 

.20 

.10 

C 
T 
D 

002 030 053 067 075 OBO 083 086 088 089 
089 089 089 089 089 089 089 089 089 089 
099 098 097 096 095 094 093 092 090 089 

C 000 005 026 044 056 064 069 074 077 080 
T 
D 

C 
T 
D 

C 
T 
D 

C 
T 

OBO 080 OBO 080 080 080 OBO 080 OBO 080 
098 09~ 094 092 090 088 086 084 082 OBO 

000 002 014 030 042 052 059 064 068 071 
071 071 071 071 071 071 071 071 071 071 
097 095 092 089 086 083 080 077 074 071 

000 005 009 021 033 042 050 056 060 064 
064 064 064 064 064 064 064 064 064 064 
096 093 089 086 082 078 075 071 068 064 

000 003 006 016 026 035 043 049 054 058 
058 058 058 058 058 058 058 058 058 058 

D 096 091 087 083 078 074 070 066 062 058 

C 000 002 004 012 021 030 037 043 048 053 
T 
D 

C 
T 
D 

C 
T 

053 053 053 053 053 053 053 053 053 053 
095 090 085 080 075 070 066 061 057 053 

000 001 003 010 018 026 032 038 044 048 
048 048 048 048 048 048 048 048 048 048 
094 088 082 077 071 066 061 057 052 048 

000 001 002 008 015 022 029 035 040 044 
044 044 044 044 044 044 044 044 044 044 

D 093 087 080 074 068 063 058 053 048 044 

C 
T 

000 001 
041 041 

002 007 013 019 026 031 036 
041 041 041 041 041 041 041 

041 
041 

D 092 085 078 072 066 060 054 049 045 041 

aSR for quota model = .100 in all cells. When BRmin = 1.00, MSR = .100 for all models and levels 
of rXY. All decimals have been omitted. 

be = Cleary (1968); T = Thorndike (1971); D = Darlington <1971, 1978), 

rXY is .30; and the utility difference between the Cleary and Thorn
dike models is .032 standard deviation units (Thorndike utility = 
94.9% of Cleary utility!. If the payoff standard deviation is $20,000, this 
represents $640 per selectee. If there are 2,000 selectees, this is 
$1,280,000. Against this gain, Table 5 shows a reduction of the minor-
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TABLE 6 
Minority Group Selection Ratios (MSR) under Four Fairness Models (Overall 

SR = .50)B 

Validity 

BRmin Modelb .10 .20 .30 .40 .50 .60 .70 .80 .90 1.00 

C 444 445 
.90 T 481 481 

451 458 465 469 
481 481 481 481 
494 492 490 488 

473 476 479 
481 481 481 
486 484 482 

481 
481 
481 D 498 496 

C 375 379 
.80 T 461 461 

395 413 427 437 
461 461 461 461 
488 484 480 476 

447 452 457 
461 461 461 
472 469 465 

461 
461 
461 

.70 

.60 

.50 

.40 

.30 

.20 

.10 

D 496 492 

C 286 296 332 364 388 404 417 427 435 441 
T 
D 

441 441 441 441 441 441 441 441 441 441 
494 488 482 476 470 464 458 453 447 441 

C 167 199 266 314 348 371 389 402 413 421 
T 
D 

C 
T 
D 

C 
T 

421 421 421 421 421 421 421 421 421 421 
492 484 476 468 460 452 444 437 429 421 

006 106 202 266 309 338 360 377 391 401 
401 401 401 401 401 401 401 401 401 401 
490 480 470 460 450 440 431 421 411 401 

000 049 149 222 271 307 333 353 369 382 
382 382 382 382 382 382 382 382 382 382 

D 488 476 464 452 440 428 417 405 393 382 

C 
T 
D 

C 
T 
D 

C 
T 
D 

000 025 
363 363 
486 472 

000 014 
344 344 
484 468 

000 009 
326 326 
482 464 

109 183 238 277 307 330 
363 363 363 363 363 363 
458 444 430 417 403 389 

081 152 207 250 282 307 
344 344 344 344 344 344 
452 436 421 405 389 374 

061 126 '181 225 259 286 
326 326 326 326 326 326 
446 429 411 393 376 359 

348 
363 
376 

327 
344 
359 

308 
326 
342 

363 
363 
363 

344 
344 
344 

326 
326 
326 

BSR for quota model = .500 in all cells. When BRmin = 1.00, MSR - .500 for all models and levels 
of rxy. All decimals have been omited. 

bC = Cleary (1968); T = Thorndike (1971); D = Darlington (1971, 1978). 

ity selection ratio from .048 to .003; that is, only about one-sixteenth 
as many minority group members are hired (18 vs. 288l. 

Another realistic cell in Tables 1 and 5 is that where rXY = .40 
and BRm(n = .20. Here the utility difference between the Cleary and 
the Thorndike models in standard score form is .013. If the payoff 



92 JOHN E. HUNTER ET AL. 

standard deviation is $20,000 and 2,000 new employees are to be 
hired, the Cleary model saves $520,000 more than the Thorndike 
model. But less than one-fifth as many minority group members are 
hired (32 vs. 176l. 

In Tables 2 and 6, where the overall selection ratio is .50, con
sider the cell in which rXY = .30 and BRmin = .30. The utility edge of 
the Cleary model over the Thorndike model is .029 in standard score 
units. Assuming again that the payoff standard deviation is $20,000 
and there are 2,000 hires, the Cleary model saves $1,160,000 more 
than the Thorndike model. But the minority selection ratio is .109 
versus .363 for the Thorndike model; this means (.363 - .109) [(4,000) 
(,30)) or 305 fewer minority group members will be hired. When rXY 

= .50 and BRmin = .20, and continuing the above assumptions, the 
advantage of the Cleary over the Thorndike model is $320,000, but 
the minority selection ratio is only .207 versus .344 with Thorndike's 
definition. Approximately 110 fewer minority group members will 
be hired. 

If the payoff standard deviation is taken to be $40,000, probably 
a reasonably accurate lower-bound estimate for middle-level jobs, 
utility differences between the Thorndike and the Cleary models are 
doubled for all cells examined. If more than 2,000 applicants are 
selected, both utility losses and utility gains in numbers of minority 
members hired are greater; if fewer than 2,000 applicants are 
selected, both are less. Both utility losses and utility gains in the 
minority selection ratio due to choice of the Darlington or quota 
models over the Cleary model will be greater than in the case of the 
Thorndike model. And, of course, comparisons not involving the 
Cleary model can be made. One can, for example, compute the loss 
in utility and the gain in the minority selection ratio that would be 
occasioned by moving from the Thorndike to the quota model. The 
reader is invited to make the comparisons he or she desires, substi
tuting his or her own values for the dollar standard deviation of job 
performance and the number hired. 

Analysis of this kind makes clear, for a given selection situation, 
the trade-offs between these two presumably desirable outcomes. 
Such clarity may contribute to more informed decisions, but it is not 
sufficient, at present, to actually make such decisions. 

If a method could be devised for expressing increases in the 
minority selection ratio in utility units, the choice of a fairness model 
would be a simple task: The model would be chosen that has the 
highest sum of the two utilities. In all probability, however, there 
will be great disagreement about the specific economic utility of 
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increases in the minority selection ratio. And some on both sides of 
the question will maintain that moral values (the "evil" of reverse 
discrimination and a "moral obligation" to atone for past discrimi
nation) are involved and that therefore increases in the minority 
selection ratio cannot be evaluated on a purely economic scale. It 
therefore appears that what one sees as the implications of these 
findings will be to a great extent determined by his or her personal 
values. Supporting this conclusion is the additional fact that legal lim
itations on the choice of a fairness model are not yet clearly defined. 
Despite its association with lower minority selection ratios, the 
Cleary model is clearly legal. In fact, it is the model endorsed in the 
Uniform Guidelines on Employee Selection Procedures (U.S. Equal 
Employment Opportunity Commission et ai., 1978; Ledvinka, 1979; 
cf. also Hunter, 1980, 1981). On March 11, 1975, Federal Judge Spencer 
Williams, u.S. District Court, Northern District of California, ruled in 
Cortez v. Rosen that the Cleary model is the "only one which is his
torically, legally, and logically required." This ruling, which sus
tained the use of a police examination shown to meet Cleary-model 
requirements, was the first to address the question of the relative 
legal merits of alternative fairness models. The quota model, of 
course, invites charges of reverse discrimination. Although it may 
eventually be declared illegally discriminatory, it has not yet been. 
The legal status of the Thorndike and Darlington models is even less 
clear. 

Nothing in this analysis in intended to suggest that the minority 
selection ratio and the expected utility are or should be the sole cri
teria employed in choosing a fairness model. Other factors (for exam
ple, the possibility of reverse discrimination charges and lawsuits) 
must also be considered. Nevertheless, expected utility and the 
minority selection ratio will usually (and should) weigh heavily in 
such decisions, and in order to weigh each in a way consistent with 
one's personal values, one must have accurate estimates of their 
numerical values in specific situations. 

SUMMARY 

The hypothesis that cognitive tests are unfair to minority test
takers has been repeatedly subjected to empirical test in studies of 
job performance. Massive empirical evidence has now accumulated 
showing that tests are fair to minority members; the mean job per
formance of minority and majority members is the same when peo
ple are matched on the composite-ability test score that best predicts 
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performance. For hiring purposes, this means that minority 
applicants with low ability-test scores later have the same low job 
performance as majority applicants with the same ability scores. 
Massive evidence in the educational domain not reviewed in this 
paper shows the same thing; minority students with low ability 
scores do just as poorly in learning situations as do majority students 
with the same low scores. 

This means that the goals of merit and ethnic balance are empir
ically incompatible in selection. If applicants are hired on the basis 
of ability or predicted performance on the job, then there will be 
ethnic imbalance in the resulting work force. Any system that 
achieves ethnic balance must reject some majority applicants in 
favor of minority applicants who will do more poorly on the job. 
That is, even though minority applicants with high ability scores will 
perform on the job just as well as majority workers with the same 
high ability scores, there are just not enough high-ability minority 
applicants to go around. Those who offer the highest wage may be 
able to obtain the desired number of minority workers, but everyone 
else will fall short accordingly. 

If an employer chooses to hire for ethnic balance rather than for 
merit, then there will be a reduction in the labor savings that result 
from selection on the basis of ability. The size of the economic loss is 
always large in dollar terms, though it varies in percentage terms, 
depending on the method used to define ethnic balance. Three meth
ods have been derived from unsuccessful attempts to define test bias 
in terms of regression equations: the Cleary model, the Thorndike 
model, and the Darlington-Cole model. Use of the Cleary model 
results in no loss to the employer (though few would be willing to 
use separate regression lines as required by the model in some cases). 
The other two regression models result in losses of less than 10% in 
labor savings. On the other hand, neither model provides the degree 
of ethnic balance desired by civil rights zealots. 

Two blatantly antimerit procedures for obtaining ethnic balance 
have been proposed: the use of quotas and the use of low cutoff 
scores as a screen only. The optimal quota system is to select from 
the top test scores down within each group separately until the same 
percentage of applicants is hired in each group. This quota method 
provides the full degree of ethnic balance desired by civil rights advo
cates with minimal loss of economic benefit; the losses are about 10% 
-15% in typical cases. The low cutoff method is a disaster by either 
reckoning. The low cutoff does not achieve ethnic balance, and it 
results in an 85% or greater loss in labor savings. In the low cutoff 
method, the employer matches his or her hiring of a small number 
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of substandard minority applicants by the hiring of a very large 
number of substandard majority applicants as well. 

APPENDIX 

GENERAL PROCEDURE 

Assume that the standard deviations on both predictor and criterion are 
the same for whites and for blacks. Assume also that the validity is the same 
for each group. Then, the fairness of a given test is solely a function of 
whether the mean difference on the test is commensurate with the differ
ence on the criterion. The various definitions of test bias can be stated in 
terms of the definition of commensurate. 

Once this is done, test use can be made fair by adding or subtracting 
some number from the score for each black. This number differs from one 
definition to the next. 

Because the standard deviations are the same for both groups, we can 
express all scores in terms of white standard scores. Thus, Ux = Uy = 1 for 
both groups, and E(X) = E(Y) = 0 for whites. The validity for both groups is 
the same and is denoted r. The mean on the criterion for blacks is assumed 
to be 6 less than that for whites (where 6 is negative if the black mean-cri
terion performance is greater than the mean performance for whites). The 
test is then fair if the mean test score for blacks is 

E(XB ) = -6jr by the Cleary definition, 
E(XB ) = -6 by the Thorndike definition, 
E(XB ) = - r6 by the Cole-Darlington definition, and 
E(XB ) = 0 to yield population-based quotas. 

From this, the formulas for the amount to be added to the test score for 
black applicants are easily derived. For convenience in actual use, these for
mulas are given in raw score form. In these formulas, XB and Xw are the 
predictor means for blacks and whites, 1'B and 1'w are the criterion means 
for blacks and whites, Sx and Sy are the majority standard deviations for pre
dictor and criterion. The symbol 6 refers to mean differences for blacks and 
whites, that is, 

6X = Xw - XB 

6Y = 1'w - 1'B 

The raw-score formulas for the amount to add to the minority score are: 

SX6 y 
Cleary: 6X --+ X + 6 x - -

rXYSy 

. SX6 y 
ThorndIke: X --+ X + 6 x - --

Sy 

rXySX6 y 
Darlington-Cole: X --+ X + 6 x - --

Sy 
Quotas: X --+ X + 6 x 
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For the rest of the Appendix, we return to majority standard-score formulas. 
For example, suppose that r = .50, ~ = .50, and the actual test mean for 
blacks is -.75. Then, the adjustment to each black score required by test fair
ness would be as follows: 

X - X - .25 according to Cleary 
X - X + .25 according to Thorndike 
X - X + .50 according to Cole and Darlington 
X - X + .75 to yield population-based quotas 

The utility of the test can then be calculated by assuming that the appro
priate adjustment in scores is made for each definition in turn. There are 
four steps in the calculation of the utility for each method of using test scores. 
First, the selection cutoff score must be calculated so as to yield the given 
overall selection ratio. Second, the expected performance score is calculated 
for each group separately. This calculation is made in two parts. First, the 
expected test score for those selected in each group is calculated from the 
cutoff score. Then, the expected test score is converted to an expected crite
rion score by using the regression line for that group. The regression equa
tion for whites is always E( Y / X) = r X, but the regression equation for blacks 
is different for each bias definition because of the different adjustment made 
for each definition. Third, the overall mean criterion performance for those 
selected is obtained by combining the separate group means. If the number 
of selectees who are white is N w and the number of selectees who are black 
is N B , then the overall mean performance is 

( I d) NwE(Yw/selected) + NBE(YB/selected) 
E Y/se ecte = N w+ NB 

The fourth step is the computation of the utility. If people are selected at 
random, and if the proportion of applicants who are white is denoted P, 
then 

E(Y/random selection) = PE(Yw) + QE(YB) = -Q~ 
where Q = 1 - P is the proportion of applicants who are black. Hence, the 
marginal utility of the test is 

U = E( Y /selected) - E( Y /random selection) 
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CHAPTER THREE 

An Experimental Model of Bias in 
Mental Testing 

GORDON M. HARRINGTON 

The necessary condition for test bias in the psychometric sense is the 
existence of group membership by test-item statistical interactions. 
To my knowledge, there is no disagreement on this point and the 
rationale has been fully developed elsewhere (Jensen, 1980). Atten
tion here is focused on such statistical interactions and on bias as 
defined in this specific psychometric context. 

The concept of interaction originated with R. A. Fisher and can 
be traced to his classic analysis of heredity (Fisher, 1918). That paper 
proved to be the cornerstone both of modern quantitative genetics 
and of modern statistical analysis. The concepts presented there and 
their subsequent development had little, if any, influence on psycho
metric thought or practice. That lack of influence is unfortunate 
because the concepts remain relevant today. In fairness to our psy
chometric predecessors, I should digress to observe that it was 
entirely appropriate that they were not influenced by Fisher's con
cepts. Statisticians of the stature of Neyman, Wilks, and Wishart mis
understood or disagreed with Fisher through the 1930s (Box, 1978), 
and the most relevant genetic concepts were still open to debate dur
ing World War II ('Espinasse, 1942). Thus, it took some time for stat
isticians and geneticists to resolve the issues in their own specialties. 
It is seldom either common or appropriate for members of one spe
cialty to adopt concepts from another specialty in advance of their 
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general acceptance within that specialty. On the other hand, all spe
cialties exist in a common general milieu, so that there is much inter
disciplinary commonality on the cutting edges of different fields, 
though the relevant parallels may be evident only in retrospect. In 
the case of Fisher's early work, a retrospective review of key con
cepts is instructive. 

In 1918, the dominant genetic view of individual differences was 
that of Galton and Pearson (see Dunn, 1965), Humans were charac
terized by continuous variation in multiple characteristics. These 
characteristics were fully or partially a product of heredity, which 
involved an additive blending of parental characteristics. The char
acteristics of populations could thus be represented by the correla
tion matrix. Genetic structure could be arrived at inductively from 
an analysis of the correlation matrix. Fisher's seminal paper dem
onstrated that, if variables interact, one can deduce the characteris
tics of the correlation matrix from a knowledge of underlying struc
ture, but one cannot infer underlying structure from a knowledge of 
the correlation matrix. Genetic dominance is an instance of interac
tion. Fisher's analysis showed that the data of the correlationists 
must follow from Mendelian structure, including dominance (Dunn, 
1965; Mather, 1951l. The eventual effect of this paper was the dis
placement of the Galton-Pearson "blended inheritance" model by 
the Mendelian model for quantitative genetics and the replacement 
of correlational analysis by analysis of variance as the statistical 
method. 

It is of more than passing interest to observe that continuous 
variation in genetic characteristics is polygenic under the Mendelian 
model. With the natural selection of polygenic characteristics, cor
related responses are "inevitable" (Mather, 1942). Hirsch (1967) 
pointed out in a behavioral context the relevance of such accidental 
correlations. That is, not only does correlation not imply causation, 
but with polygenic inheritance, correlations between continuous 
variables will occur that are devoid of any causal linkages other than 
accidents of natural selection. The origin of psychometric correlation 
analysis was the Galton-Pearson model of hereditary variation. By 
the time that Mendelian genetics was fully accepted in quantitative 
genetics, psychology had moved from a strong hereditarianism to a 
strong environmentalism. The Fisher arguments were derived from 
a specific theory of genetics that entailed interaction. The fundamen
tal issues were substantive, so that the issue of correlational versus 
variance components methodology was simply a matter of which 
statistical model fitted the data of heredity. The critiques of correla-
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tional analysis of genetic data were not relevant to, and thus did not 
influence, an environmentalistic psychology. 

The other major creative contribution in the 1918 paper was the 
introduction of the term variance and the concept of the analysis of 
variance into its components. The first analysis-of-variance table, 
complete with an interaction term, appeared in 1923 (Fisher & Mac
kenzie, 1923). Fisher originated conceptualization in terms of sample 
space, and by 1925, he had expanded his thinking to the multivariate 
case with the introduction of what today would be called the general 
linear model. This he applied to a number of analytic problems, 
including analyses of variance and regression (Fisher, 1925). That sta
tistical contribution also contributed to correlation analysis because, 
in multivariate sample space, the correlation coefficient is the cosine 
of the angle between two vectors. It is interesting that the use of 
dummy variables, introduced in that paper, has recently engaged 
behavioral scientists as though the idea were new (Kerlinger & Ped
hazur, 1973). The ensuing analyses established the entire system of 
regression analysis, including analysis of variance, to replace corre
lation analysis. As Fisher (1950) was later to point out, many 
techniques of the times "misapplied" the term correlation (e.g., 
point-biserial correlation) to regression models. Many contemporary 
statistics texts in the behavioral sciences fail to make clear the major 
distinction between correlation models, which have meaning only 
as measures of the strength of linear association in bivariate normal 
distributions, and regression models, which predict the relationships 
between independent and dependent variables without restriction as 
to the form of the relationship and under conditions of great gener
ality as to the distribution of the independent variables. Clear, brief 
presentations have been provided in various editions of the well
known texts of Ezekiel and of Snedecor (Ezekiel & Fox, 1959; Snede
cor & Cochran, 1980). 

With the introduction of the first ANOVA table in 1923, Fisher 
also introduced the concept of randomization. This led to a recon
ceptualization of research methodology in terms of "experimental 
designs" built on randomization (Fisher, 1935), Though behavioral 
scientists tend to be quite sensitive to the necessity for randomization 
in experimental methodology, its relevance to the ensuing statistical 
analysis is not so clearly understood. Fisher saw that his 1918 
assumption of normality and independence of errors in the analysis 
of variance was not necessary, given randomization in the experi
mental design. Robustness in the analysis of variance in practical 
applications is achieved through the symmetry of errors achieved by 
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the process of experimental randomization, rather than through 
intrinsic statistical properties ofthe analytic procedure (Fisher, 1925l. 
The importance of randomization was later demonstrated in a paper 
that flew in the face of the intuition and the common sense of the 
day (Fisher & Barbacki, 1936l. This paper considered the precision of 
systematic, compared with randomized, experimental designs in the 
assignment of plots in a field with a fertility gradient. The common 
expectation was that systematic assignment along the gradient to bal
ance the fertility variation would show maximum precision. Con
trary to expectation, the empirical results showed no gain-and, in 
fact, a loss-in precision. Thus, systematic designs showed no empir
ical gain, yet at the same time, they sacrificed the theoretical capa
bility for probabilistic generalization that comes from randomiza
tion. Randomization is central to experimental methodology and to 
a meaningful interpretation of results. This central principle has 
been developed here at some length because test items are selected 
systematically. 

Because of the close historical relationships between experimen
tal design and the analysis of variance, there has been a continuing 
tendency to confuse sampling design with analytic design. It is 
important to keep in mind that "experimental design" governs the 
means of selection of subjects, and that one important factor in selec
tion is whether treatment conditions are assigned as independent 
variables or are taken as they naturally occur as dependent variables. 
That is, it is sampling design that differentiates correlational from 
experimental methodology. Analytic design governs the means of 
examination of the numbers produced in the research. The question 
of whether those numbers should be subjected to correlational anal
ysis or to analysis of variance is independent of the question of 
whether the numbers are a product of correlational or of experi
mental methodology. 

Given Fisher's demonstration that correlational methods do not 
provide a basis for inference in the presence of interactions, coupled 
with the fact that interactions are the touchstone for test bias, it fol
lows that an experimental design is needed for the examination of 
test bias. This chapter sets forth an experimental approach. Prob
lems of randomization and sampling design in item selection and 
effects of failures of assumptions are examined. Because ethical con
siderations do not permit experimental control of the relevant vari
ables with human subjects, an experimental animal model was 
developed to assess the empirical effects of conventional item-selec-



EXPERIMENTAL MODEL OF BIAS IN TESTING 105 

tion procedures. It is shown that standard psychometric-item pro
cedures lead to bias in multiple-factor tests. 

THE EXPERIMENTAL METHOD 

The burgeoning of the sciences in the nineteenth and twentieth 
centuries can be attributed to the rise of the experimental method. 
For many years philosophers of science perceived the essence of the 
experimental method to be reductionism (Windelband, 1901/1958l. 
Reducing a problem to simple elementary units allowed precise 
examination of those units in the laboratory. In the process of reduc
ing problems to more elementary units, investigators found inter alia 
that simple units were often more tractable and thus susceptible to 
direct manipulation in the laboratory. Eventually, the pragmatists 
(Dewey, 1938; James, 1907) introduced an epistemology based on 
actions of the seeker of knowledge. In effect, they pointed out that an 
explanation of a phenomenon that is backed by the actual creation 
of that phenomenon under controlled conditions carries far more 
weight than an explanation based solely on an examination of the 
phenomenon as it occurs naturally, no matter how precise that 
examination.1 Thus, only in the twentieth century did it become 
clear that the power of the experiment is attributable more to the 
manipulation of variables than to reductionism. El'periment came to 
be defined as research in which the experimenter controlled varia
tion in e;cperimental variables or, in current terminology, indepen
dent variables (Woodworth & Schlosberg, 1954l. The modern scien
tist is well aware that correlation is not causation and thus prefers, 
where possible, research designed with independent variables. 

Fisher's approach to experimentation by randomization lies in 
the category of knowledge gained by the action of the experimenter. 
The experimental procedures-in other words, the actions of the 
experimenter-are designed to enable particular analyses. That is, 
analyses of the data derive from the conduct of the experiment. The 
statistical model is inherently a model of the procedure as much as 
it is of the data. This approach based on the experimenter's actions 
(randomization) is quite different from an approach taking the data 

1The idea of the scientist as an actor, and not simply a passive receiver, is Kantian, of 
course. Professor Fred W. Hallberg has pointed out to me that Kant (1791/1933) was 
the first to suggest the superiority of knowledge based on the actual creation of events, 
but that neither he nor his immediate successors pursued the idea further. 
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as given and regarding the statistical model as inherently a model of 
the phenomena under investigation. The first edition of what is 
widely considered the leading statistics textbook for the behavioral 
sciences was cast entirely in the latter, abstract-model framework 
(Hays, 1963). In its second edition, passing mention is made to "actual 
randomization performed in the experiment" as an alternative ratio
nale to that presented in the text (Hays, 1973l. Hays identified his book 
as representing a "classical" or "normal-theory" model and implied 
that a randomization approach is an emerging new concept, when, 
in fact, randomization preceded the "normal-theory" model. This is 
not to criticize a minor passage but rather to observe that Hays is 
representative of the mainstream of American statistics in develop
ing statistical procedures from abstract mathematical models. There 
is a long history in statistics of confusion leading to controversy 
because of failure to distinguish between statistical usages motivated 
from abstract models and statistical usages motivated from concrete 
research operations (Box, 1978l. Randomization is not a property of 
a mathematical model but a technique of experimental method that 
has certain desirable consequences for the interpretation of results. 
For example, with a random assignment of subjects to the levels of 
an independent variable, one can meaningfully interpret a standard
ized regression coefficient without assuming normality in either the 
independent or the dependent variable. Different and more stringent 
restrictions on interpretation apply if one assumes an underlying sta
tistical model and draws (rather than actively assigning) samples of 
subjects at selected levels of the independent variable. To meaning
fully interpret a standardized regression coefficient as a correlation 
coefficient requires the very specific mathematical model of bivariate 
normality and a popUlation-sampling procedure in which both var
iates are dependent variables (by definition, a nonexperimental 
designl. 

In many research problems, experimentation is not possible, or 
at least, not feasible. In some fields, such as astronomy, this limitation 
is absolute. However, in many areas of interest, research strategies 
can be developed linking experimental studies with correlational 
studies. The best known general strategy is that of biomedical 
research, where experimentation is carried out with animal models 
until results are well established. Then, the results are extended with 
a combination of limited human experimentation and targeted nat
uralistic observation. 

The vital issues that surround the problems of test bias relate to 
the nature and the explanation of observed group differences. Group 
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differences, such as ethnic differences, are not susceptible to experi
mental manipulation in a free society. Yet there is a near infinitude 
of variables possibly correlated with group membership. Thus, 
definitive answers to questions about the nature of group differences 
cannot be obtained in the absence of experimental data-data that 
cannot practicably and ethically be obtained. Though definitive 
answers may be beyond reach, the practical problems are the same 
ones faced by the biomedical community. The strategy of using ani
mal models has proved fruitful in advancing understanding in bio
medicine, and here, the animal model strategy is applied to the prob
lem of test bias. 

ORIGINS OF ANIMAL TESTING 

In its origins and early history, experimental animal psychology 
was an integral part of the rise of mental testing. Cattell (1890) was, 
of course, the originator of the term mental test and the leading fig
ure in the early development of mental testing. It may be recalled 
that he was also the supervisor of the first experimental animal 
research, as systematic behavioral experimentation with animals is 
usually regarded as having begun with his student, E. L. Thorndike, 
and Thorndike's dissertation, Animal Intelligence: An Experimental 
Study of the Associative Processes in Animals (1898), Cattell sug
gested to Thorndike that he might try to apply the animal testing 
methods to the testing of children. Thorndike accepted the chal
lenge, and the resulting work led ultimately, six years later, to his 
publication of An Introduction to the Theory of Mental and Social 
Measurements (1904), which established the field of educational mea
surement. Of course, it is well known that Thorndike's interest con
tinued and that he became a leader in the mental test movement. 
Thus, psychometrics and animal experimental psychology share 
common roots and, in the early days of testing, shared common 
interests and common objectives. In early differential psychology, 
directions in human testing were suggested by results of animal 
research as much as animal studies were suggested from the study 
of human phenomena. 

In many respects, Thorndike's early animal work was charac
terized by the same level of simplicity of test task as was promulgated 
by Galton. That simplicity typified the work of Cattell and testing in 
general at the turn of the century. However, while Thorndike was 
working on the translation of animal methods to humans, Small 
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(1900,1901) introduced the use ofthe maze and the rat. This provided 
a technique for measuring complex problem-solving ability just at 
the time when it was becoming clear that· the accumulation of a 
series of simple sensorimotor test results did not adequately charac
terize human intelligence. As a result, maze tests were developed for 
humans as well as for animals. The development of a complex solv
ing test procedure was a harbinger of a trend in testing that would 
crystallize around Binet's scale, to usher in the modern era in testing. 

The effectiveness of mazes in human testing reinforced confi
dence in their use for animal testing as a measure of intelligence. 
Accordingly, in the succeeding four decades until World War II, 
many of the issues concerning individual differences became prime 
topics for laboratory investigation with animals, just as they were 
prime topics for study in human populations. However, though ani
mals were used for the study of substantive issues concerning indi
vidual differences, animal studies ceased to be major sources of in flu
ence on psychometric methodology. 

The main theme of animal research, from Thorndike's disserta
tion until World War II, became the nature-nurture issue. The prin
cipal lines of application to investigations of learning are too well 
known to require repetition. On the nature side, investigators such 
as Bassett (1914) examined the relationship between genetic variation 
and maze performance. Tolman (1924) seems to have been the first 
to recognize that animal studies provided the opportunity for exper
imental analysis as distinct from correlational analysis. In attempting 
to carry through with manipulating individual variation as an inde
pendent variable rather than observing it as a dependent variable, 
Tolman encountered acute maze-reliability problems. This was a 
common state of affairs in maze studies up until that time. In retro
spect, it is perhaps unfortunate that these reliability problems did not 
generate significant psychometric interest. 

Tolman's work did stimulate two major lines of research. The 
first of these (McDougall, 1927, 1930, 1938; Rhine & McDougall, 1933), 
puporting to prove the Lamarckian position (inheritance of acquired 
characteristics), has passed into utter oblivion. The studies are of 
passing interest, however. Water mazes were used as tests. Animals 
that completely failed to learn in the mazes drowned and therefore 
were not progenitors of succeeding generations. Thus, the results 
were biased because data for those subjects that did not learn were 
excluded from analysis. The exclusion proved to be correlated with 
Mendelian genetic factors. Natural selection (drowning) eliminated 
the poorest maze learners, so that the mean performance of the 01£-
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spring of the survivors was higher than the mean of those not 
exposed to the maze. The conduct of the experiment eliminated neg
ative cases so that subject assignment could not be considered ran
dom. Exclusion of negative instances would open the same investi-' 
gators to sampling criticisms when they later turned to extrasensory 
perception. Such studies do illustrate the problems of maintaining 
the randomization conditions required for experimental designs. 
Because a failure to meet the randomization requirements leaves 
only correlational data, these studies also illustrate the problems of 
interpretation of correlational data. 

It was Tryon (1940, 1942) who finally produced a successful 
experimental study of hereditary influence by breeding lines of 
"maze-bright" and "maze-dull" rats. However, Tryon did note that 
the differences tended to be specific to the mazes used, and Searle 
(1949) provided extensive evidence showing lack of correlation with 
performance on other measures. Although the implications of such 
specificity for the understanding of individual differences did attract 
some attention, no one seems to have considered the possibility that 
the results might also have psychometric implications. Only later did 
the early problems of maze reliability and the specificity of selective 
breeding results suggest some alternative approaches. 

Methodologically, in this period, the development and refine
ment of animal tests proceeded in two directions, reflecting different 
objectives and different uses. Investigations of "nurture" became 
studies of "learning." In accord with principles of experimental 
methodology, procedures were refined and simplified to isolate the 
relevant units for manipulation and analysis. Complex mazes were 
reduced to T or Y form or to the ultimate simplication of the maze: 
the single alley or runway. These simplifications enabled analysis of 
the structure of the individual response. Analysis of function was 
facilitated by shortening the alley to the point where successive 
responses could be made with minimal locomotion-the operant 
chamber. Studies of individual differences, the majority of which 
were directed to "nature" questions, tended to focus more on com
plex problem-solving tests. A number of variations of complex mazes 
were developed. 

Immediately after World War II, Hebb and Williams (1946) 
described the development of two forms of a maze test. Each form 
consisted of a series of problems. Each problem was a maze with 
multiple choice points. Each form is loosely referred to as a maze, 
though properly each was a series of mazes. One of the forms was 
an elevated maze. The other form was a series of patterns using mov-
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able partitions in a closed field. Each showed good reliability and 
validity. The Hebb-Williams closed-field test and revisions thereof 
(Rabinovitch & Rosvold, 1951) became the standard complex prob
lem-solving test for differential studies using the laboratory rat. This 
test came to occupy much the same place in animal testing as has the 
Stanford-Binet in human testing and has been broadly accepted as 
the animal analogue of human intelligence tests because of demon
strable validity in a variety of applications (Davenport, Hagquist, & 
Rankin, 1970; Livesey, 19661. 

For the purposes of examining an experimental model of test 
bias, the Hebb-Williams type of maze provides an appropriate test 
instrument. The fact that such mazes are widely accepted as animal 
analogues of human intelligence tests is not, however, necessary to 
those purposes. Maze tests are a measure of performance in a com
plex problem-solving situation. The use of mazes with rats has been 
popular in part because the behavior is natural to the species. Thus, 
the test content has ecological validity. It is irrelevant to the general 
problem of bias whether this is an aptitude, an ability, or an achieve
ment test. It is a test of complex behavior. Maze performance is 
known to depend on multiple factors. The maze is used as a test 
instrument in the present context solely for the psychometric prop
erty of being a multiple-factor test as distinguished from a unidimen
sional test. No further substantive characteristics of the test instru
ment are implied in the experimental design. The psychometric 
properties of multiple-factor tests are examined here under condi
tions of experimental control. Thus, any direct generalizations are to 
the psychometric domain, that is, to the characteristics of multiple
factor tests. Whether animal intelligence is an analogue of human 
intelligence and the behavioral implications of the data are both 
beyond the scope of this analysis. 

SAMPLING AND ITEM SELECTION 

It has long been known that test-item difficulties are different for 
different groups (Jones, Conrad, & Blanchard, 1932; Shimberg, 19291. 
Such variations in item difficulty appear as group-by-item interac
tions in an anlysis of variance. A test is considered biased if, and only 
if, the effects of such interactions lead to group differences in means, 
in predictive validities, or in standard errors of estimate of the test 
(Jensen, 1980). 
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In constructing the 1937 revision of the Stanford-Binet test, items 
were selected to balance for interactions of sex with item difficulty 
to ensure that the the tests would not show any group differences 
based on sex (McNemar, 1942). It should be obvious that, if one has 
selected items to eliminate group differences, then it is absurd to use 
the resulting test to show that there are no group differences. As a 
corollary, if items were selected to enhance group differences, it 
would be meaningless to use the resulting test to show that there 
were group differences. If group membership has been a factor in 
item selection for a test, then group differences cannot be evaluated 
with those items! If group membership has been a factor in item 
selection for a test, then group differences cannot be evaluated with 
that test! 

Because group-by-item interactions represent difference evalua
tions at the item level, it follows that one cannot evaluate the extent 
of bias in item selection by examining the end product of selection. 
In fact, if randomly drawn items show group-by-item interactions, 
selection to balance items to equalize groups would tend to increase 
observed interactions in the resulting test, whereas selection to 
enhance group differences would tend to reduce interactions in the 
resulting test. This fact can be illustrated by considering selection 
from a universe of items to be used to test a population oftwo groups 
of individuals where there are group differences (G) in individual 
item difficulties (D), but the mean population difference between 
groups is zero when measured over all items in the item universe. 

For the first illustration, select a set of items for a test minimizing 
group differences by the following strategy: (1) Draw an item from 
the universe; (2) select an item with the same magnitude of group 
difference but of opposite sign; and (3) repeat Steps 1 and 2 until a 
sufficient number (N) of item pairs has been selected. The resulting 
test will show absolutely no group difference. Because there is 
indeed no difference in the population, the test is unbiased. Now, a 
common recommended index of bias is the correlation of item diffi
culties between groups (Jensen, 1980). From the preceding example 
there are 2N items or N pairs. For each pair, the mean group scores 
for the paired items would be, respectively, Dnl + Gn and Dn2 - Gn 

for one group, and Dnl - Gn and Dnz. + Gn for the other group. The 
item difficulty correlation between the two groups would be 

O"~ - oi 
r= 

~+oi 
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(in practice, Spearman's rho is usually used for convenience, but this 
has no effect on the theory), Clearly, O'~is nonzero, so r < 1.00. Yet, 
the test is unbiased. The correlation of item difficulties depends only 
on the relative magnitude of variance in item difficulty and not on 
bias. 

Consider next the selection of items from the same population of 
individuals and the same item universe using a different strategy: (t) 

Select an item that shows a large group difference; (2) select an item 
showing a group difference of the same magnitude and sign; and (3) 
repeat Step 2 until a sufficient number of items (N) has been selected. 
For any given item, the item score for one group will be Dn + G and 
for the other group, Dn - G. The resulting test will show a group 
difference, 2NG. Because there is no difference in the population, the 
test is biased. In this case ~ vanishes and r = U;/ U; = 1.00. The item 
difficulties are perfectly correlated. Thus, with the selection of items, 
a high correlation of item difficulties is found in the biased test and a 
low correlation is found in the unbiased test. High correlations have 
been considered evidence of lack of bias and low correlations evi
dence of bias. Item selection can completely reverse the implications 
of item difficulty correlations. 

It is also relevant to consider the underlying statistical assump
tions in using the analysis of variance to assess group-by-item inter
actions. One alternative is a random effects model; that is, the items 
are drawn at random. They are not selected. The other alternative is 
a fixed effects model; that is, the items are fixed. They are selected. In 
fixed-effects models, results have no implied generality beyond the 
specific items. Yet, implicit in any test situation is prediction or infer
ence beyond the test to some criterion. Hence, a test that has no gen
erality beyond the specific items of which it is composed can have 
no validity. An analysis of variance of item characteristics is appro
priate only if one can assume that the items were sampled, that is, 
randomly drawn from a universe. If the items are selected, rather 
than sampled, then the analysis of variance does not meet the nec
essary conditions for probabilistic inference. 

Test bias can arise in the process of selecting items. It cannot be 
adequately assessed by examining the end product, the selected 
items. An appropriate experimental model must address the item 
selection process itself, not simply the resulting test. To accomplish 
this objective, any research design to examine bias must include 
actual item-selection operations under experimentally controlled 
conditions. The null hypothesis is that none of the item selection 
operations lead to test bias. The specification of alternative 
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hypotheses depends on the specific design and the choice of the inde
pendent variables for experimental manipulation. Using an animal 
model, the experiments to be described later examined some conse
quences of using standard psychometric methods for item selection 
with experimental control of minority group membership as the 
independent variable. 

CRITERION BIAS 

Jensen's (1980) book is the most recent summary of the literature 
showing possible representations of group differences in regression 
of criterion on test scores. As Anastasi (1976) pointed out, the classic 
concept of bias is one in which the test score is lower than it should 
be, so that the true regression line for the minority is displaced to the 
left of the combined regression and of the nonminority regression. 
The result of such displacement would be a higher intercept for the 
minority regression. Use of the minority regression for the minority 
would correctly predict a higher performance for a given test score 
than would the combined regression. The combined regression 
would underpredict the performance of the minority, favoring the 
nonminority. 

Reilly (1973) examined the statistical consequences if perfor
mances on both criterion and test are correlated with a third varia
ble, which is correlated with group membership. He showed that, 
with reasonable statistical assumptions, this underlying "sociocul
tural" variable would lead to parallel regression lines with a lower 
intercept for the minority. He demonstrated that, under these cir
cumstances, the use of the common regression line overpredicts (i.e., 
favors) the performance of the minority and underpredicts the per
formance of the nonminority. Jensen developed this point further at 
considerable length and rightly observed that such a regression pat
tern characterizes much of the available data on race differences and 
test performance. That is, the data are generally consistent with the 
hypothesis that racial differences reflect some third causal variable, 
such as a "sociocultural" disadvantage (or genetic variation), affecting 
both the test performance and the criterion performance of the 
individual. 

An alternative hypothesis also fits the data. The third variable 
may be a biasing variable. Both the test and the criterion measures 
may be biased. Though this bias would lead to the same pattern of 
lower minority intercept as would a "sociocultural" variable, the 
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common regression would not favor the minority as it would on the 
"sociocultural" hypothesis. A criterion-measurement-bias hypothe
sis leads to an entirely different interpretation from a "sociocultural" 
disadvantage hypothesis, and both fit the data. The criterion bias 
problem is therefore another relevant element in creating an exper
imental model. 

ITEM SELECfION AND TEST THEORY 

Nineteenth-century mental testing foundered on its reliance on 
isolated measurements of simple sensorimotor behaviors. The tests 
of that era were single-task-that is, single-item-tests. Spearman 
(1904) solved the problem by showing the advantages of pooling 
items to produce a multiple-item test, and in the process, he dem
onstrated that the problem with nineteenth-century testing was the 
low reliability of single-item tests. This work founded classical test 
theory, with a conceptual basis in the concept of reliability and a pro
cedural basis in the pooling of items. 

With his intelligence scale, Binet put this theory into practice
with a significant addition. He had concluded that complex mental 
function might better be measured by the use of complex tasks than 
by the use of simple sensorimotor tasks. The combination of these 
two ideas into a mUltiple complex-item scale was, as is well known, 
extremely successful. The test movement was provided with strong, 
pragmatic support for its new theoretical basis. 

In revising Binet's scale for use in the United States, Terman 
(1916) expended a great deal of time and effort in evaluating and 
selecting items in terms of relative difficulty and relationship to over
all test results. It was this careful attention to item analysis that 
caused the Standford-Binet to sweep the field and to become the 
standard intelligence scale. Terman's criterion of internal consis
tency became a cardinal principle of classical test methodology. 
Though the internal consistency criterion was originally a contri
bution to the reliability problem of classical test theory, it would later 
take on an even broader significance. Advances in the conceptuali
zation of validity following World War II gave rise to the concept of 
construct validity. The requirement of internal consistency became 
an aspect of construct validity (Cronbach &, Meehl, 1955) as well as 
of reliability. It is now referred to as a "necessary" condition for con
struct validity (Nunnally, 1978). 



EXPERIMENTAL MODEL OF BIAS IN TESTING 115 

Selection of items is, of course, based first on considerations of 
content validity. This phase of the test construction process rests 
essentially on expert analysis and judgment. No matter how care
fully done, this process contains an unavoidable element of subjectiv
ity. Thus, there is always a possibility of bias in that judgment. For 
the reasons cited earlier, such sources of bias may not be detectable 
by analysis. If items must initially be devised and screened subjec
tively, then one can never be assured that those items resemble a 
random sample from an appropriate item universe. 

After a collection of items has been devised, the next steps in test 
construction are to tryout the items, to carry out an item analysis, 
and to select a subset for retention in the test. It is at this point that 
the internal consistency criterion comes into play. There are objec
tive procedures for selecting a subset of items. In classical test theory, 
several alternative indices are available to provide a basis for choice 
among items (Gulliksen, 1950). All of the indices used in practice are 
based on the item-test correlation or on the related item-test or test
item regressions. This chapter specifically examines the conse
quences of classical test-theory use of the item-test correlation as a 
criterion for item selection. 

Although they are beyond the scope ofthe empirical studies cov
ered here, it is appropriate for the purposes of context and complete
ness to mention other procedures in item selection. In classical test 
theory, one may, in principle, select items not only for reliability but 
for validity as indicated by item-criterion correlations. In practice, it 
is seldom that an independent criterion is directly available for such 
an approach to item selection. In achievement and personality tests, 
validity is almost invariably content- or construct-based. Indepen
dent criterion measurements are often somewhat more readily 
defined for ability tests but still present problems. Ability tests are 
intended for assessment or prediction in more than one situation. 
Thus, the test criteria for differing situations differ, with resulting dif
ferences in validities. As a result, item selection for item validity may 
contribute little, if anything, to the general usefulness of a test. In 
practice, therefore, item selection is usually based on reliability on 
the internal consistency criterion, a practice bolstered by the fact that 
validity generally tends to increase with reliability. Moreover, 
because criterion measurement is usually subject to error of mea
surement, just as is test measurement, the criterion measurement 
used for item-criterion correlation item-selection is only an estimate. 
For item-test correlation item-selection, the test is being used to esti
mate a trait. If the possession of that trait is the criterion, then, given 
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good content and construct validity, the test often seems the best 
practical estimate of the criterion. 

Conceiving of the test under item analysis as an estimator of the 
trait also provides a framework for an alternative to classical test the
ory. Latent trait theory assumes that each item in a test is character
ized by its difficulty and by the extent to which it measures the trait 
underlying the test. An individual's response to an item is therefore 
a stochastic function of the item's difficulty and the individual's trait 
level. Of several alternatives available, the current preference is to 
follow Rasch (1966) and Birnbaum (1968) and to assume that the trait
difficulty relationship is a logistic function. The individual-by-item 
score matrix and the adjoined test-score column matrix define a set 
of simultaneous logistic equations. The maximum likelihood solution 
yields trait estimates for individuals and difficulty estimates for items. 
These can be used to obtain the statistical operating characteristic of 
each item. This is the latent-trait theoretic item-characteristic curve 
(ICc). Because the procedure leads to estimates ofthe absolute param
eters of the ICCs, it is presumably sample-independent. Items thus 
can be selected for a test on the basis of their absolute characteristics. 
At the moment, there is no evidence, in terms of test characteristics, 
that item selection based on latent trait theory offers any practical 
advantages over classical test methods (Douglass, Khavari, & Farber, 
1979). Classical methods are much simpler and . less laborious. Pre
sumably, the added labor of latent trait methods becomes cost-effec
tive in the construction of item banks where the items can be used 
for the construction of multiple forms. However, the use of such 
fixed-item banks raises, and leaves unanswered at this time, the very 
questions of randomization and selection considered by Fisher half 
a century ago and examined earlier here. Currently, then, there are 
problems yet to be explored in latent trait methods, and those meth
ods seem to offer most promise to larger scale test developers. Thus, 
most test development still rests on classical test theory. 

Although the studies to be discussed here rest only on classical 
test-theory item-selection, the present focus is not based solely on the 
fact that most tests are constructed by classical methods. Indeed, its 
sample independence gives latent trait theory strong theoretical 
advantages that might ultimately point toward better methodology. 
On the other hand, latent trait theory rests on a set of assumptions 
different from those that underlie classical test theory. The assump
tion of most relevance to the empirical work is that the items of a test 
measure a unitary trait. This assumption of unidimensionality 
underlies most latent trait methodology. In principle, a multidi~en-
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sionallatent-trait model is possible with only slightly less restrictive 
assumptions, but at the price of a substantial increase in the com
plexity of an already-complex system of item analysis. In the studies 
reported here, it is not assumed that the items are unidimensional, 
and thus, the data are not appropriate for currently used methods of 
latent trait analysis. 

Jensen (1980) suggested that similarity of within-group ICCs is 
evidence of lack of bias. It should perhaps be pointed out that the 
ICCs he showed were those of classical test theory and not those of 
latent trait theory. For classical test theory, the ICC is the regression 
(curvilinear) of the item score (or probability of passing for dichoto
mous scoring) on the test score. For latent trait theory, the ICC is the 
regression of the item score (or probability of passing) on the esti
mated trait level. 

For an experimental model, we turn to the development of a test 
tv predict maze performance. To this end, the construction of an 
item pool to serve as the item universe from which items are selected 
is described. Populations of individuals are experimentally defined in 
terms of homogeneous groups within those populations. The effects 
of the use of classic test-theory methodology for item selection are 
examined with differing populations. 

PROCEDURES 

Six genetically homogeneous groups were chosen from six 
inbred strains of rats listed in the Fourth International Listing of 
Strains (Festing & Staats, 1973), Standard nomenclature is described 
in that reference. Detailed descriptions of the strains have been 
reported elsewhere (Harrington, 1981l. The groups were males from 
INR/Har, IR/Har, and MNR/Har, and females from A35322/Har, 
MNRA/Har, and W AG/Har. All animals were bred and maintained 
under standard conditions (Harrington, 1968), For Experiment I, 
there were 366 subjects, 61 animals from each of the six defined 
groups. For Experiment 2, there was an independent sample of 146 
subjects from these same groups numbering from 20 to 31 from each 
group. At the beginning of Experiment 1 and Experiment 2, the sub
jects were 90-108 days of age. Experiment 3 used the same subjects 
used in Experiment 2. 

All data were based on the use of Hebb-Williams-type closed
field maze tests in configurations with well-established reliability and 
validity (Davenport et al., 1970; Hebb & Williams, 1946; Livesey, 1966; 
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Rabinovitch & Rosvold, 19511. This was a square field 72.5 cm on each 
side with walls 10 cm high. The floors and walls were painted a uni
form background color, except that the floor was divided into 36 
squares by stripes of a contrasting color 1.9 cm wide. A start box and 
a goal box were in opposite corners with gates that could be raised 
or lowered. Movable partitions the width of the stripes provided the 
means for creating varying problem configurations. For the first two 
experiments, the fields were either white or black and the partitions 
were either white or black. This arrangement provided four possible 
combinations of partition color and field color. For Experiment 3, 
both field and partitions were an intermediate gray. 

The most used version of this procedure consists of six "pretrain
ing" configurations and 12 "test" configurations (Rabinovitch & Ros
voId, 19511. However, all were used here for test purposes, so that 
that differentiation is not applicable. A total of 19 configurations was 
obtained by adding another configuration to the set. With a problem 
defined as a specific configuration combination, 4 different black and 
white color combinations and 19 (XIX) configurations provided a total 
of 76 problems. 

For both Experiment 1 and Experiment 2, the subjects were 
tested on all 76 problems. The testing sequence was fixed for the first 
28 problems. The animals were tested on a sequence of seven config
urations (I-VII) first with the white-on-white maze. The same 
sequence of configurations was repeated with black-on-white com
binations, then again with white-on-black, and finally with the black
on-black maze. After completing 28 problems, the animals were 
tested on Problems 29-76, going through the standard configuration 
sequence (VIII-XIX) four times. Though the configuration order was 
fixed for these problems, the color combinations were randomized 
from problem to problem for each animal individually. Thus, each 
animal encountered a random color sequence that differed from sub
ject to subject, and the patterns recurred every 12th problem. The 
testing sequence is shown in Table 1. (The rather complex sequenc
ing was derived from other research objectives not relevant to these 
studies.) 

A different maze was used (Davenport et ai., 1970) for Experi
ment 3. The standard procedure was used with this maze: 4 
unscored practice problems followed by 12 test problems in standard 
sequence. 

The testing provided 15 trials on each problem at the rate of one 
problem a day. The reinforcement was a 45-mg Noyes pellet in the 
goal box for each trial. The animals were maintained at 85% of ad 
libitum body weight. For each trial, the following data were 
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TABLE 1 
Item-Pool Testing-Sequence 

Problem Configuration Color Item 

1 White on white 1-5 

7 VII White on white 31-35 
8 Black on white 36-40 

14 VII Black on white 66-70 
15 White on black 71-75 

21 VII White on black 101-105 
22 I Black on black 107-110 

28 VII Black on black 136-140 
29 VIII Randomized 141-145 

for 
each 

40 XIX subject 196-200 
41 VIII for 201-205 

each 
problem 

52 XIX 256-260 
53 VIII 261-265 

64 XIX 316-320 
65 VIII 321-325 

76 XIX 376-380 

recorded: (t) the time from the opening of the start gate until the ani
mal's head passed through the gate; (2) the time required to pass 
completely through the gate and out of the start box; (3) the time 
from leaving the start box to entering the goal box; and (4) the num
ber of errors. 

DATA ANALYSIS 

For each problem, five measures were constructed from the data 
obtained. For each trial, the reciprocals of the three time measures 
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were used as measures of speed. Averaging over the 15 trials for each 
measure for each problem yielded start speeds, exit speeds, and goal 
speeds. The fourth measure was the total number of errors over 15 
trials. The fifth measure was the trials to criterion. The criterion was 
both (1) four errorless trials out of five sequential trials and (2) a max
imum of 10 seconds' goal latency in four out of five sequential trials. 
Failures to reach criterion were rare. Where they occurred, the ani
mal was arbitrarily assigned a score for that problem from 16 to 19, 
based on the minimum number of trials in which criterion could 
have been achieved. Each of these derived measures was considered 
an item score. Thus, there were 5 different test items associated with 
each of the 76 problems. This is a total of 380 items in all. For all 
measures, in order that higher achievement levels would be 
reflected by higher scores, the signs of the error scores and the trial
to-criterion scores were changed. This procedure resulted in a covar
iance matrix in which over 90% of the elements were positive. This 
is a desirable precondition for internal consistency analysis (Nun
nally, 1967). 

All item scores were transformed to standard normal deviates by 
subtracting the mean for that item over all subjects and dividing by 
the standard deviation. Thus, all items were equally weighted. This 
normalization was done separately for each of the three experi
ments. Inspection of the data revealed no unusual characteristics in 
the score distributions. To check the data, skew and kurtosis were 
calculated for each item score and were well within the limits of 
sampling variability for normal distributions. In a preliminary anal
ysis (Harrington, 1975), all item scores were standardized empirically 
to yield an absolutely normally distributed data matrix. No substan
tive difference was detected between the results of analysis based on 
empirically standardized scores and the conventional analysis that 
follows. 

EXPERIMENT 1: CONSTRUCTION OF PARALLEL TESTS 

For the design of Experiment 1, six experimental "populations" 
of subjects were formed. The 61 animals within each genotype 
(strain) were randomly assigned to one of six minority groups con
sisting of 22, 15, 11, 8, 5, and 0 animals. The resulting six minority 
groups of each genotype were then randomly assigned to experi
mental populations subject to the condition that each genotypic 
minority group appeared once and only once in each population and 
subject to the condition that each population was composed of every 
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size of group. The result was six populations each made up of six 
minority groups of the same genotypes but differing in the propor
tional representation of each of these minorities in the population. It 
will be noted that this is a 6 X 6 Latin square in which one dimension 
identifies populations; the other dimension represents the represen
tation of the minority in the population, namely, 22 (36%),15 (25%), 
11 (18%), 8 (13%), 5 (8%), and 0 (0%); and the cells represent the assign
ment of genotypes. The design is shown in Figure 1. All assignment 
of subjects was done by computer by means of a random number
generating subroutine in the context ofthe actual data analysis. Thus, 
the assignment of subjects was unknown to the experimenters 
throughout the process of data collection, was unknown during 
analysis, and, in fact, remains unknown. 

Each of the six populations was then considered independently 
as a base population. The data from the subjects within a population 
were used for item analysis for the construction of a maze perfor
mance test. Within each population, the 50 items showing the high
est correlation with the total of the items were selected as the maze 
performance test for that population. Selection of items on the basis 
of correlation with total test score is the conventional procedure for 
applying the internal consistency criterion in selecting items from a 
larger item pool (Guilford, 1954; Nunnally, 1967). 

The resulting six sets of 50 items each constituted six nominally 
parallel test forms of maze performance, each constructed on the 

Representation of Each Minority in Each Test-Base Population 
(Percentage of Base Population) 

Test Base 
Population (or 
Test) 

A 

B 

C 

D 

E 

F 

36% 25% 18% 13% 8% 0% 

I II III IV V VI 

II III I VI IV V 

III I II V VI IV 

IV V VI I II III 

V VI IV III I II 

VI IV V II III I 

FIGURE 1. Latin-square experimental design for assignment of individuals from homo
geneous groups (Roman numerals) to test base populations (letters) for test develop
ment. (Example of interpretation: Group I comprised 36% of test base population used 
to develop Test A. Group VI comprised 18% of population used to develop Test Dol 
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same criteria from the same item pool. They differed only in that the 
item selection was based on an item analysis from a different popu
lation. Each of these six test-base populations used for item analysis 
was comprised of the same six genotypes, but in differing 
proportions. 

EXPERIMENT 2: MINORITY GROUP PERFORMANCE 

Logically, given the experimental design, it is sufficient to ana
lyze the data of Experiment 1 to determine whether the experimen
tal manipulations affect item selection. On the other hand, if the 
experiment is considered a model of psychometric procedure, then 
there is justification for following psychometric practice further. It is 
standard psychometric procedure to cross-validate any conse
quences of test construction on an independent sample. Experiment 
2 was that independent validation. The subjects in Experiment 2 
were tested with the same procedures and the same 380 items as in 
Experiment 1. It was possible, therefore, to obtain the scores of each 
animal on each of the six tests constructed in Experiment 1 simply 
by scoring each animal on each set of 50 items comprising those tests. 
It is self-evident that this procedure provided complete experimental 
control of any error variance associated with order effects or multi
ple testing. 

The mean of test scores for each test was then obtained for each 
genotype. Thus, there were six means of scores for each genotype. 
The only experimental variable differentiating the tests was that 
each genotype represented a different proportion of the base popu
lation for item analysis for each test in Experiment 1. Though the 
experimental operations were simple and clear-cut, the properties of 
the data are complicated by the fact that cell frequency as an inde
pendent variable does not readily fit standard parametric statistical 
models. It is straightforward, however, to look at the order statistics 
for that independent variable. That is, the data can be ordered on the 
basis of representation in the base population as shown in Figure 2. 
For each genotype, it was convenient and appropriate to rank the 
mean scores on the six tests. With six genotypes and six levels of rep
resentation, analysis called for a nonparametric analogue of the anal
ysis of variance against an ordered hypothesis. Page's L (1963) was 
appropriate. As can be seen from Table 2, L = 500, P < .001. The 
data were unequivocal in showing that for these homogeneous 
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Representation of Minority in Test Base Population 
(Percentage of Base Population) 

36% 25% 18% 13% 8% 0% 

M" Me MB Mn ME MF 

II MB M" Me MF Mn ME 

III Me MB M" ME MF Mn 

IV Mn MF ME M" MB Me 

V ME Mn MF Me M" MB 

VI MF M. Mn MB Me M" 

FIGURE 2. Design for test mean (M) comparisons on each (N""20-31) group (Roman 
numerals) on each test (letters). (Example of interpretation: Group I represented 36% 
of the base population used to develop Test A, and M" is the group performance on 
that test; Group VI were 18% of the population used to develop Test D, and Mn is the 
group performance on that test.) 

TABLE 2 
Rankings of Means of Test Scores on Nominally Parallel Tests 

Representation of minority group in test base 
population (percentage) 

Rank 
Source 36 25 18 13 8 0 statistics 

Within groups Rho 

Group 
I 2 1 6 3 4 5 .60 
II 4 3 1 2 6 5 .43 
III 2 1 5 6 3 4 .49 
IV 4 1 2 6 3 5 .43 
V 2 5 1 3 6 4 .43 
VI 1 2 3 4 5 6 1.00 

Groups combined Page's L 

Sum 15 13 18 24 27 29 
(Order) (1) (2) (3) (4) (5) (6) 

Product 15 26 54 96 135 174 
500' 

'p < .001. 
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groups there was a significant positive association between the test 
performance of a group and representation in the population used 
for item analysis and the ensuing item selection. 

Each group (G) has some mean performance Mg for all items in 
the item universe. With item selection effects (8) related to level (L) of 
representation in the item analysis population, the expected group 
mean performance on any test is 

E(Mg,) = Mg + 8,. 

The data analysis used ordinal estimates of 8, and demonstrated that 
8, is ordered and not random. An index of the magnitude of selection 
effects can be obtained for graphic representation by obtaining, at 
each level, the mean value of 8,. It is immediately obvious that this is 
identical With the mean of the ranks of test score means at each level. 
Figure 3 utilizes this index to display the increasing test scores with 
an increasing representation in the item analysis population. 
Because all levels of representation are less than 50% (a minority), the 
data speak only to minority group representation. 

;. .. 
c5 2 .. -...... - .. 
=~ :; • 3 JC: 
-IE :I-
I-.. 
II • IE 

4 

5 

6'----'----'---'---'-------' 
o 8 13 18 25 

Mllorlly Grolp Represe.lallal 

(% of Test Base Pop.lallol) 

36 

FIGURE 3. Mean rank of samples from six homogeneous groups, each ranked on 
scores on six nominally parallel tests as a function of the proportional representation 
of the groups in the six independent base-populations used for development of the six 
tests. 
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EXPERIMENT 3: MINORITY EFFECfS ON TEST VALIDITY 

Experiment 3 investigated the predictive validity of the tests. Per
formance on the 60 items of the test problems of the gray m~e was 
defined as the criterion to be predicted by the test constructed in 
Experiment 1. Thus, the sum of the 60 standardized item scores was 
the criterion score. The predictive validity of each test was then the 
correlation between the score on that test and the criterion score. It 
should be particularly noted that the initial set of items in the item 
pool used to construct the predictive tests consisted of identically the 
same kinds of items in identically the same proportions as did the 
criterion. Therefore, the predictive item pool met the standard cri
teria for content validity. Both the application of the internal consis
tency criterion and the close and obvious relationship between test 
items and criterion items established construct validity. 

The predictive validities are the product-moment correlations 
between each of the tests and the criterion that were calculated for 
each group. There was necessarily item overlap between the various 
tests. Therefore, the distribution function of the correlation coeffi
cients is unknown. One of the reasons is that, in this experiment, the 
variance of the coefficients is necessarily substantially less than for 
independent samples. A nonparametric analysis is again indicated. 
Ranking the coefficients and ordering the data for each group on the 
basis of representation in the item-selection-base population also led 
to Page's nonparametric analogue ofthe analysis of variance with an 
ordered hypothesis. For the ranking of validity coefficients, as shown 
in Table 3, L = 495, P < .001 (one-tailed), A one-tailed test was the 
only proper one for these data. (The use of a two-tailed test would 
assume the possibility of results on the other tail. This possibility 
would require that validity increase with decreasing information, an 
absurdity.) 

The data were unequivocal in indicating that for these homoge
neous groups the predictive validity of the tests was associated with 
representation in the population on which the item analysis of the 
test was based. Following the same reasoning and procedures used 
in Experiment 2, mean ranks of predictive validities were obtained 
at each level of representation. The increasing predictive validity 
with increasing minority-group representation is displayed graphi
cally in Figure 4. 

The data from all subjects in Experiment 2 and 3 were pooled 
and examined with a variety of procedures. No anomalies were 
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TABLE 3 
Rankings of Predictive Validities of Nominally Paralled Tests 

Representation of minority group in test base 
population (percentage) 

Source 36 25 18 13 8 0 

Within groups 

Group 
I 1 2 4 5 6 3 
II 1 4 2 3 6 5 
III 2 1 6 4 5 3 
IV 1 4 5 2 6 3 
V 1 3 6 4 2 5 
VI 2 5 1 3 6 4 

Groups combined 

Sum 8 19 24 21 31 23 
(Order) (1) (2) (3) (4) (5) (6) 

Product 8 38 72 84 155 138 

'p < .001 (one-tailedl. 

Rank 
statistics 

Rho 

.66 

.77 

.43 

.37 

.43 

.43 

Page's L 

495' 

detected, and the six tests gave every indication of being six closely 
parallel forms for a population with approximately equal numbers 
of each genotype. 

THE INTERNAL CONSISTENCY CRITERION 

What is tested by analogy depends on the soundness of the anal
ogy. What is tested directly can be generalized directly. These exper
iments directly tested the effects of using standard psychometric pro
cedures. Therefore, generalization to those procedures is direct. First, 
the mean performance of homogeneous groups on tests tends to vary 
directly with the extent of the representation of the groups in the 
population used for the psychometric construction of the tests. Sec
ond, the predictive validity of tests for members of homogeneous 
groups tends to vary directly with the representation of the groups 
in the population used for the psychometric construction of the tests. 
The effects occurred experimentally solely as a result of applying 
standard methods. Because these effects are a product of a method
ology, they are, by definition, artifacts. Thus, two different forms of 
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FIGURE 4. Mean rank of samples from six homogeneous groups, each ranked on pre
dictive validities of six nominally parallel tests as a function of the proportional rep
resentation of the groups in the six independent base populations used for the devel
opment of the six tests. 

minority test bias occur as psychometric artifacts from the use of 
standard psychometric procedures. 

These artifacts occurred despite the fact that the tests met con
ventional psychometric standards (American Psychological Associa
tion, 1966). In the experimental procedures, the pool of predictor 
items provided a properly balanced sample of items matching the 
criterion both in the types of items and in the proportions of each 
type. Therefore, the criteria for content validity were fully met. 
Because the items also clearly sampled the types of behavior being 
predicted, they also offered some degree of construct validity. 
Clearly, the observed effects are attributable to the use of the internal 
consistency criterion. The application of that criterion led to the 
selection of a set of items that did not have the characteristics of a 
sample randomly drawn from the item universe. 

GROUP-BY-ITEM INTERACTIONS 

Nothing in the empirical scientific literature suggested such pos
sibilities. Experiment 1 showed that minority group membership 
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affected item selection. Experiment 2 showed that the item selection 
effect was not random error and resulted in test bias. Experiment 3 
showed that this minority effect also affects the predictive validity of 
the test. No evidence was to be found for one of those unusual sam
pling events that statistical theory says can occur, though with a high 
degree of improbability. On the contrary, a detailed examination of 
the data and the procedures indicated no significant deviations from 
normality in distributions. 

Could these minority effects be an instance of the phenomenon 
represented in the "Chitlin'," or Dove, test or its more recent version, 
the Black Intelligence Test of Cultural Homogeneity mITCH test) 
move, 1968; Kifner, 1968; Williams, 1972)? Almost everyone is now 
familiar with this test, which contains a series of ghetto, welfare-ori
ented items of which the upper-middle-class white would purport
edly be totally ignorant. At first glance, it seems very reasonable to 
draw this analogy. There are some items that are just not predictive 
for some groups because their cultural background may not include 
any experience related to the item. After all, Binet's test had to be 
translated into English to be used in this country, and American chil
dren would do very badly on the original French version. For them, 
it would have near-zero validity. 

However, this analogy fails to fit the experimental conditions. 
The whole idea behind the "Chitlin'" test was that it shifted the cri
terion from survival in a professional white suburb to survival in an 
unemployed black ghetto. The school-administered "intelligence" 
test and the "Chitlin'" test are not designed to predict the same 
things. Any perceived commonality rests on the assumption that 
both indirectly measure some unobservable underlying psychologi
cal entity that we label intelligence, which is reflected in adaptations 
to one's environment. In short, any commonality derives from per
ceiving both as indirect measures of a common trait not directly mea
surable. However, in the present experiments, the criterion was 
objectively defined, and the question being asked of the data was a 
question of the validity of the test for minority groups in predicting 
the same common criterion. The "Chitlin'" test calls into question 
both the relevance of the items and the relevance of the criteria. The 
data reported here show that, even when items are relevant and the 
criteria are common, standard psychometric procedures result in a 
reduction in validity for homogeneous minorities. 

Now, what are the conditions under which group membership 
could influence item selection and validity? Obviously, the data show 
group-by-item interactions in the psychometric sense and genotype-
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by-environment interactions in the biological sense. The results sug
gest that the observed differences in group means could be attributed 
to disordinal interactions. The differences in test validities must be 
attributed to disordinal interactions. Jensen (1980) has shown at some 
length that disordinality is a necessary condition for differential 
group validities. Disordinality is present if items exist that are posi
tively correlated with the criterion for some groups and that are neg
atively correlated with that criterion for other groups. However, 
though this is a sufficient condition, it is not evident that it is a nec
essary condition except for the case of unidimensional tests, which 
is the case to which Jensen's analysis is devoted. Further work on 
item selection is in progress. Although neither the empirical nor the 
theoretical aspects of that work are complete, it now appears that 
such negative correlations in item factor scores, rather than raw item 
scores, are sufficient to affect validity. Whatever the case, with disor
dinality there are simply no mathematical manipulations that can be 
used to adjust the data to compensate for the effects and to render 
the tests equally valid for all. There is a minority effect that depresses 
both test scores and test validity in a way that cannot be corrected 
simply by using different norms. The evidence shows that the real 
world is not fully consonant with psychometric assumptions. The 
result is a psychometric artifact. 

FROM RATS TO HUMANS 

What are the limits for generalization from an animal model? 
Generalization depends on the similarity or difference in the phe
nomena or processes studied. The experiments tested standard psy
chometric procedures, and therefore, the generalization is to those 
procedures. There is nothing in the experimental design or the 
hypotheses tested that is specific to rats. What was tested was the 
method of test development. The statistical principles on which psy
chometric methods rest do not change in the presence or absence of 
humans. From this viewpoint, the results are universal. They apply 
to those differences on the Minnesota Multiphasic Personality Inven
tory that necessitate separate norms for blacks and for whites in 
assessing psychopathology in exactly the same way that they apply 
to differences on an employment aptitude test, a school achievement 
examination, or the Wechsler Intelligence Scale for Children. 

Some may grant the applicability to personality assessment, but 
not to IQ. Are the results applicable to human intelligence? The 
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Hebb-Williams test is commonly regarded as an analogue of human 
intelligence tests. Note, though, that the data imply a far more com
plex structure for intellective behavior than is commonly proposed 
in explanation of human intelligence. The results obtained are, how
ever, consistent with the detailed analysis of McGuire and Hirsch 
(1977). The behavior measured clearly is multifactorial. To suggest 
that such results are true only for animals and not for humans is to 
argue that the rat is intellectually a much more complicated creature 
than is the human being. Yet this, it seems to me, is the implication 
of the g hypothesis. In most behavioral matters, humans are more 
complex than infrahuman species, and the burden of proof would 
seem to lie with those who would contend that intelligence is a strik
ing contrary instance. 

Turning from the psychological to the biological, consider the 
proposition that genetic-environmental interactions are characteris
tic of lower species or inbred strains but not of humans. The theory 
of evolution posits that environmental circumstances tend to select 
out those genotypes best adapted to survival in the specific environ
ment and that, in different environmental circumstances, different 
genotypes are selected. The theory is that different genes fit different 
environments better. This theory exactly defines the term genetic
environmental interaction. Different genotypes respond differently in 
different environments. The existence of such interactions is a nec
essary precursor to natural selection in the evolution of species. If, in 
fact, one concludes that such interactions do not exist for humans, 
the implication would be that humans are not a product of evolution. 
This is more nearly a nineteenth-century theological point of view 
than a view of contemporary science. Alternatively, one could sug
gest that, for humans, all interactions have been selected out. This 
viewpoint would imply that humans have reached the end of the 
evolutionary road and that further evolution is biologically impossi
ble. This is a profoundly novel biological idea. It would be a stunning 
scientific discovery if empirically demonstrated. 

There is no substantial documented evidence pro or con on the 
existence of genetic-environmental interactions in intelligence. Evo
lutionary theory requires the existence of such interactions for nat
ural selection for fitness. It is possible that whatever intelligence tests 
measure is devoid of evolutionary significance or survival value. In 
that case, there might be no observed interactions. Such a possibility 
is not to be summarily dismissed. It is not at all clear that intelligence 
tests measure anything of significant long-term survival value for the 
human species. 
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CORRELATION AND CAUSATION 

The present data do speak to some classic problems in testing. 
The animal behavior cannot be represented with a single general 
factor such as Spearman's g (1904), The experimental design used to 
generate the present data involved random permutations of minority 
group size for six minority groups. Every permutation produced sig
nificantly different results. Only a multiple-factor interpretation can 
account for the differentiation of the groups. Because six distinct 
orderings were actually obtained, the lower bound for the number 
of factors is of the order of 6. 

On the other hand, the data also are not consistent with a model 
of complete behavioral specificity. Complete specificity is tanta
mount to an infinite number of factors. Systematic variation in valid
ity coefficients was found in Experiment 3. Such results can occur 
only if there are systematic intragroup vis-a-vis intergroup depen
dencies. The intergroup variation in means showed a lower bound 
of the order of six factors for the differentiation of groups in means 
of test scores. The intergroup variation in validity coefficients shows 
a lower bound on the order of six factors for the differentiation of 
groups in covariation between test and criterion. The data do not 
reveal whether the same factors govern differentiation of means as 
govern differentiation of validity. On the other hand, there were 50 
items on the tests and 60 items on the criterion. If the number of fac
tors were very large or there were complete specificity, 50 items 
would not afford a sufficient number of degrees of freedom to differ
entiate the group covariations. Thus, the upper bound to the number 
of factors is on the order of 50. 

These factor bounds have an important consequence. It follows 
that the data can be explained by a finite number of variables. (See 
McGuire & Hirsch, 1977, for an explanation of how polygenic inher
itance may permit description of the effects of an infinite number of 
possible genetic combinations in terms of a finite number of mUltiple 
factors,) This offers substantial hope for the future. If the realm is 
finite, it can be brought within the boundaries of understanding. 

These observations have another consequence. Bias arises as a 
result of the item selection procedures in the presence of multiple 
factors. Consider a test devised by standard psychometric procedures 
for purposes of prediction. Let us label it an "aptitude" test. The test 
may be biased. Consider a criterion that is measured by a test that 
has also been developed by standard psychometric procedures. Let 
us label it an "achievement" test. The item selection for the criterion 
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test is then subject to the same item selection procedures and the 
same mUltiple factors as was the predictor test. Thus, it is subject to 
the same underlying interactions. Both tests will be biased. Both tests 
will be biased in the same way. Similar disordinalities will have been 
selected against on both predictor and criterion. Therefore, the 
groups will tend to show the same magnitude of difference on both 
the predictor and the criterion. Selection against the disordinalities 
on the predictor and the criterion will also select against the disor
dinalities in covariation. It is those disordinalities that account for the 
validity coefficient differences in Experiment 3. Thus, selection on 
both predictor and criterion tends to eliminate differences in calcu
lated validities. 

Because the experimental validities represent true validities, the 
experimental procedures provided power not ordinarily available in 
the testing situation. In the experiment, the criterion (the criterion 
test) was established by experimental definition. By definition, the 
criterion was measured without error because the defined purpose 
of the tests was to predict each animal's performance in that specific 
set of mazes. With a criterion measured without error, it was possi
ble to see that the true predictive validities varied with representa
tion in the predictor-test item-selection population. As the preceding 
analysis shows, if there is item selection leading to bias for a predic
tor test, and if such item selection procedures are also applied to the 
criterion test, then (t) the criterion test will be biased; (2) the group 
means will differ in the same way on both predictor and criterion; 
and (3) the apparent group validities will be spuriously equal. 

Because the obtained experimental validities were the true val
idities, it is evident that the correlation between the predictor tests 
and any nonrandom subset of the criterion is not a true validity. Item 
selection on the criterion would increase the estimated validity for 
groups in proportion to the disordinalities in the true covariation 
while decreasing the true validity. It follows that if there is item 
selection leading to group bias in a predictor test, and if such item 
selection procedures are also applied to the criterion test, then, sub
ject to random variation, (1) the criterion test will be biased; (2) the 
group means will be biased in the same way in both predictor test 
and criterion test; (3) the observed group validities will be equal; and 
(4) the observed group validities will be greater than the true validi
ties. That is, if a predictor is biased on the basis of item selection as 
found in the present experiments, and if similar item selection pro
cedures are used in constructing a criterion test, then it follows that 
(1) the observed regression of criterion on predictor will be the same 
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for all groups and (2) group-by-item interactions will be minimal in 
the tests. Bias in both tests will result in common intercepts and com
mon slopes. 

The full implications of these results are not yet clear. Experi
mentally, it proved to be convenient to create homogeneous groups 
by controlling genotype. Many psychologists are inclined to believe 
that environmental factors have a more profound impact than do 
genetic factors in the final determination of individual characteris
tics. There is every reason to believe that comparable results would 
have occurred had the groups been differentiated by environmental 
manipulation rather than by genetic manipulation. Such an experi
ment needs to be done. It would be amazing if the results could not 
be replicated if environmental manipulation were used in lieu of 
genetic differences. 

A completely unanswered question in terms of the generaliza
tion of results lies in the problem of defining a homogeneous group. 
Experimentally, such a definition has been made possible by breed
ing control and by environmental control. That control has defined 
the similarity of one white rat to another and of one black rat to 
another. The results show that there is a bias with respect to homo
geneous minority groups, but the results do not indicate the essential 
factors differentiating those minority groups. Breeding control has 
established only that all members of a group have essentially the 
same genealogy and its associated expectation, that they have essen
tially the same genes. It does not tell what has been controlled that 
is relevant. 

In human affairs, one of the errors of racism has been to assume 
that, because one can identify the skin color gene, it is necessarily in 
any way biologically associated with other genes that may be affect
ing the behavior of concern. From a popUlation-genetic perspective, 
races are not characterized by genes common to all members. Races 
differ genetically only in the relative frequency with which different 
genes are found among members of the race. The same genes are 
found in all races. Thus, any racial differences in characteristics 
affected by those genes occur solely as a result of differences in fre
quency. Consider as a hypothetical example a racial minority (A) 

showing a very high frequency-say, 85%-of a gene, ma} with the 
alternative, mbl at 15%. Let this be a gene that interacts with test items 
so that ma carriers do better on one type of item and mb on another. 
Let another racial minority (B) show the reverse frequencies. Let a 
racial majority (C) show 60% ma' Then, item selection will tend to bias 
tests in terms of the majority of ma' The majority, A, will show mean 
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scores higher than the majority, C, which, in turn, will be higher 
than those of another minority, B. The test will favor .852 (,85 X .85, 
since genes are paired) of the members of A, .602 of C, and .152 of B. 
On the other hand, the test will disfavor .152 of A, .402 of C, and .852 

of B. The observed group differences arise only through a gene fre
quency correlation with the irrelevant variable of race. Therefore, 
tests standardized on natural racial groupings do not resolve the bias 
problem. Not only may there be accidental correlations with race, 
but it is abundantly clear that there can be accidental correlations 
within races (Hirsch, 1967l. 

Developing different tests for different groups defined on an 
irrelevant though correlated variable, as compared with using a sin
gle test, may reduce bias somewhat for some but may increase it for 
others. By no means would it necessarily remove bias for the popu
lation as a whole. Elimination of the bias first requires an identifica
tion of the relevant variables and a description of the individual in 
terms of those relevant variables. To achieve the elimination of bias 
by the use of alternative tests requires tests appropriate to the indi
vidual's characteristics. 

The data of this research program provide one explanation of 
minority group differences in test performance. The results are 
applicable to all forms of tests. They imply a general tendency for 
tests to be biased against minorities and to have less validity when 
used with minorities. They imply that the effects of the biases are not 
fully removable by the development of separate norms. One possi
bility is the developme~t of separate tests. At the same time, it is clear 
that a superficial definition of minority membership is likely to tap 
not relevant variables but only correlated variables without causal 
relationship. Therefore, the results do not support simplistic 
approaches to developing alternative tests. Rather, they suggest a 
search for the relevant variables. The data do imply that such vari
ables exist in finite number, so that the task is not impossible. A mul
tiplicity of variables implies that useful tests must be multifactorial, 
not global. This, in turn, implies a test battery structure oriented 
toward differential prediction or diagnosis and not toward assess
ment of level. Moreover, the data do not encourage hope for a fixed 
test system as a single frame of reference. Rather, they may imply a 
relativistic system necessitating a sequential, subject-response 
dependent approach to differential assessment. 

The data do, of course, indicate that the bias arises from the fact 
that items are selected, not sampled, from the item universe. Thus, 
the means of item selection tends both to bias the tests and to negate 
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the statistical assumption underlying most psychometric analyses, 
that is, that the items behave as if drawn at random. Accordingly, 
there is a clear need for systematic study and creative thinking to 
improve the processes of item selection. 

Both of the above approaches seem necessary. If we could con
struct an ideal item universe, we could randomize item choice to 
obtain a valid, unbiased test. If there existed a significant number of 
interactions in that ideal item universe, we would require a rela
tively large number of items to achieve adequate universal validity. 
For many purposes, it may be more efficient and effective to develop 
and use shorter alternative tests. This approach seems most likely in 
diagnostic applications. It might be well to emulate the medical 
model here and to develop a large armamentarium of highly focused 
tests. On the other hand, global tests may well have a place that 
would justify a greater length and associated costs to examiners and 
examinees. Competitive examinations come to mind immediately. 
Strategically, a systematic attack on both fronts to determine the rel
evant variables promises understanding, and understanding is 
always the best route to practical problem solution. 

The test bias controversy has been fueled by issues of race. Half 
a century has been devoted to polemics over whether heredity or 
environment is the determinant of groups' differences on tests. The 
data suggest that the debate was irrelevant and that it diverted atten
tion from a search for the relevant. Asking wrong questions yields 
wrong answers. The right questions appear to be those directed 
toward individual diversity rather than group homogeneity. 
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CHAPTER FOUR 

IQ Testing as the Emperor's New 
Clothes 

A Critique of Jensen's Bias in Mental Testing 

ASA G. HILLIARD III 

One day there came two swindlers; they claimed to be 
weavers and said that they knew how to weave the most 
wonderful cloth imaginable. Not only were the colors and 
patterns something uncommonly beautifUl to see, but also 
clothes sewn from their cloth had the el'traordinary quality 
of being invisible to anyone either badly suited for his posi
tion or unforgivably stupid. 

Hans Christian Anderson, "The Emperor's New Clothes" 

I, for one, was very happy to see the publication by Arthur Jensen, 
Bias in Mental Testing (1980l, not for the reason, as some have sug
gested, that it provides a "final definitive answer" to the critics of 
standardized IQ tests. I am happy because Bias in Mental Testing, as 
Jensen's attempt to be comprehensive, actually covers so much ter
ritory that the soft underbelly of key arguments in support of IQ test
ing in general and IQ testing for "minority populations" in particular 
is easily exposed. Presumably, this book is Arthur Jensen's tour de 
force. He has done a distinct service to education measurement by 
his articulation of common practice in test construction, experimen
tal design, and statistical methodology. I can think of few references 
that treat these topics quite so clearly and comprehensively. On the 
other hand, Arthur Jensen has listed most of the major criticisms in 
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the IQ-testing controversy but has failed to deal with the data that are 
presented in support of the criticisms by others. Jensen has claimed 
that he has made an exhaustive review of all the literature that per
tains to the IQ argument. In this critique, we will look precisely at 
that claim. 

The bulk of the Jensen book contains material that can be 
accepted on its face without much difficulty, in particular material 
that clarifies traditional practice in test construction, experimental 
design, and statistical methodology. However, it is with the smaller 
part of Jensen's book that the major difficulty lies. In particular, the 
difficulty lies with those parts of the book where traditional statistical 
methodology, experimental design, and test construction are applied 
in discussions about cultural bias. These traditional procedures were 
never designed to illuminate the presence or absence of cultural bias. 
Indeed, the basic assumptions underlying these procedures imply 
the nonexistence of culture. This critique is limited to Jensen's treat
ment of cultural bias. 

By culture, I mean the shared creativities of a group of people, 
including such things as language, values, experiences, symbols, 
tools, and rules. The existence of culture can be described and dem
onstrated for specific groups of people (Hilliard, 19761. In America, 
there are both strong tendencies toward a common culture and 
strong tendencies toward unique cultural forms. There is no univer
sal American vocabulary, general information, or set of value. Some 
of these things are shared, but many cultural groups exhibit unique
ness as well. Intelligence is reflected in both common and unique 
cultural behavior. These matters have been verified empirically 
(Labov, 1970; Levi-Strauss, 19661. 

It is a commonplace now to assert that intelligence has no com
mon definition among the community of scholars who study it. It is 
also quite usual to find among those who study intelligence the stated 
position that a common definition of intelligence is unnecessary and 
that the wide variety of operational definitions, as represented by 
diverse IQ tests, is quite acceptable in the measurement of intelli
gence because the intercorrelation among these tests tends to be 
fairly high. Analogies are sometimes drawn between "intelligence" 
and certain things in the physical science area, such as electricity, 
which was accepted as "real" before it could be defined. And yet the 
analogy does not quite hold because, in the physical science realm, 
even though the construct associated with the thing being measured 
may not be defined in precise terms conceptually, at the operational 
level it is almost always the case that a common instrument and mea-
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suring procedure exist. Electrical meters or thermometers must pro
vide the same results, no matter what the make. IQ tests differ widely 
and have merely an association with each other, as they do with 
many other things, such as socioeconomic status. 

Arthur Jensen (1980) made the following comment about criti
cisms of psychological tests: 

Psychological tests and the theories underlying them are surely not 
exempt from criticism. Yet, iftests as such are to be subjected to real crit
ical scrutiny, it will have to come from psychometric and statistical anal
ysis coupled with psychological theory. The verbal fulmination type of 
criticism carries no weight scientifically, although as propaganda its 
effects in the public sphere are undoubtedly considerable. Antitest prop
aganda has been energetically promoted by various political action orga
nizations, most notably the National Educational Association and the 
Association of Black Psychologists. (p. 24, italics in originall 

Although Jensen reduced the position of the National Education 
Association and the Association of Black Psychologists to "verbal ful
mination" and "propaganda," he did so without treating with pre
cision either their conclusions or the data that are used to support 
their conclusions. Thus, his own comments in this regard bear more 
of the character or propaganda than do those that he chose to casti
gate. There can be no question that the National Education Associa
tion and the Association of Black Psychologists have been involved 
in the political as well as the professional arena. However, the same 
may be said of organizations that have given historical support to IQ 
testing, such as the American Psychological Association. In fact, the 
title of Leon Kamin's book, The Science and Politics ofIQ (1974), illus
trates the essentially political nature of the position that IQ psychol
ogists have taken in support of IQ testing. The role of IQ psychologists 
in the eugenics movement and the role of IQ psychologists in lob
bying for eugenics goals with legislative and policymaking bodies 
has been amply documented (Chase, 1976; Kamin, 1974). Notably, 
Jensen's "exhaustive review" ofthe relevant data completely ignores 
or overlooks Kamin's historic and devastating critique of his own 
work and the work of other important IQ scholars. The exhaustive 
review fails to treat the role of Cyril Burt (Hearnshaw, 1979; Kamin, 
1974) as politician or his full role in science, though Burt is quoted 
extensively as a scientist. However, the issues before us are not 
resolved by name calling by either side in the controversy. The issue 
of cultural bias in mental testing must be resolved by appeal to data 
and criteria. 
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UNRESOLVED ISSUES IN THE TEST BIAS CONTROVERSY 

SEPARATING BIAS ISSUES FROM MEASUREMENT ISSUES 

In dealing with Jensen's material, it is necessary to point out at 
the outset that there are really two separate issues contained under 
the one heading of Bias in Mental Testing. First, there is the issue of 
whether IQ tests measure mental functions at all for anyone; and sec
ond, there is the issue of whether IQ testing is biased for different 
cultural groups. By bias, I mean a condition in which the same men
tal process is not being measured in two or more cultural groups 
whose standardized IQ test scores are being compared. The tests may 
be biased and at the same time mayor may not be a measure of men
tal functions. The test mayor may not be a measure of mental func
tions, and we would still be left with the question of whether it is 
biased. Jensen seems to be able to recognize the difficulty with IQ 
testing but does not appear to be able to follow up on that 
recognition: 

The American Association of Mental Deficiency has recommended 
that the borderline of mental retardation be set at between IQ 70 to 85, 
defining as "subnormal" IQ deviations of more than one standard devia
tion below the general mean of the population. But this is a matter of 
statistical definition and does not agree with the general practice of basing 
classification as retarded not only on IQ but on various criteria of the indi
vidual s social adjustment and adaptive behavior. The majority of adults 
with IQs between 70 and 85 are not retarded by ordinary criteria of social 
adjustment. In one large study, for example, it was found that 84 percent 
of such persons had completed at least eight years of school, 83 percent 
had held a job, 65 percent had a semiskilled or higher occupation, 80 per
cent were financially independent or a housewife, and almost 100 per
cent were able to do their own shopping and travel alone. (p. 109, italics 
mine) 

IQ or intelligence testing should identify mental functions, not statis
tical rank, on culturally specific experiences from a single cultural 
group. 

THE LIMITS OF IQ IN THE DESCRIPTION OF MENTAL fuNCTIONS 

Almost all of the arguments in the IQ controversy center on the 
psychometric properties of IQ tests. In practical, everyday school 
operations, for example, it appears that practitioners favor the use of 
IQ test scores as evidence of a person's inherent capacity. And yet, as 
Jensen's observation indicates, social adjustment and adaptive behav
ior might well lead us to make conclusions about inherent ability 



IQ TFSTING AS THE EMPEROR'S NEW CWTHES 143 

quite at variance with those that IQ tests would seem to suggest. The 
operational definition of IQ must be rendered in terms of mental 
functions that can be recognized, rather than in terms of gross 
scores, ifthey are to be of any real value in professional practice. The 
closest that Jensen came to discussing this point was in his explana
tion of Spearman's definition: 

But, if the items are to measure intelligence, they must all possess certain 
abstract properties, described by Spearman as presenting the possibility 
for eduction of relations and correlates. This has much the same meaning 
as inductive ("relations") and deductive ("correlates") reasoning. Eduction 
of relations means inferring the general rule from specific instances (i.e., 
induction). Eduction of correlates means making up or recognizing a spe
cific instance when given one other specific instance and the general rule 
(i.e., deduction). Later we shall see how Spearman's principle of "educ
tion of relations and correlates" applies to a great variety of specific items. 
(p. 127, italics in original) 

The hypothesized mental functions that are identified are deduction 
and induction. Of course, then, the question is whether IQ tests are 
"measures" of induction and deduction, or any other mental func
tion. And even if they are, the major question is, Are they uniquely 
so? In other words, do IQ tests really provide an opportunity for the 
demonstration of a culturally specific instance of induction or deduc
tion? If subjects fail to get a question right, can we be certain that they 
are unable to perform the same mental function if they utilize famil
iar cultural material? IQ tests are devised so that only one set of cul
tural material can be utilized for such a demonstration. Feuerstein's 
important work (1979), which was overlooked in Jensen's exhaustive 
review, provides the empirical data to destroy the fallacy of using 
unfamiliar cultural material as a vehicle for mental measurement. 

FINESSING THE BASIC ISSUES 

In some ways, Jensen's book is intellectual sleight of hand. On 
the one hand, by listing criticisms of IQ tests meticulously at the 
beginning of the book, but failing to deal with the data that are used 
to support those criticisms, Jensen offered the appearance of han
dling the criticisms, most of which he ignored. On the other hand, 
by manipulating the definition of bias so as to arbitrarily restrict that 
definition to traditional statistical, experimental design, or psycho
metric procedures, Jensen has ruled as off limits entire categories of 
empirical data, especially those of cultural linguistics and cultural 
anthropology: 
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This term (bias) is henceforth used also in a strictly statistical sense. 
As such, the term "bias" is to be kept distinct from the concept of fairness
unfairness. 

In mathematical statistics, "bias" refers to a systematic under- or 
overestimation of a population parameter by a statistic based on samples 
drawn from the population. In psychometrics, "bias" refers to systematic 
errors in the predictive validity or the construct validity of test scores of 
individuals that are associated with the individual's group membership. 
"Bias" is a general term and is not limited to "culture bias." It can involve 
any type of group membership-race, social class, nationality, sex, reli
gion, age. The assessment of bias is a purely objective, empirical, statistical 
and quantitative matter entirely independent of subjective value judg
ments and ethical issues concerning fairness or unfairness of tests and the 
uses to which they are put. Psychometric bias is a set of statistical attri
butes conjointly of a given test and two or more specified subpopu[ations. 
As we shall see in terms of certain criteria of fairness, unbiased tests can 
be used unfairly and biased tests can be used fairly. Therefore, the con
cepts of bias and unfairness should be kept distinct. The main purpose of 
this chapter is to explicate the statistical meaning of test bias and to exam
ine various criteria of fair use of tests. (p. 375, italics in original) 

By drawing a distinction between test bias and test fairness, Jensen 
clouded the issue. Test bias, in his terms, seems to refer to psycho
metric analysis, whereas test fairness, in his terms, does not really 
apply to the science of measurement so much as to the use to which 
valid instruments are put. It is a traditional article of faith with test 
makers that tests themselves generally cannot be faulted, although 
the use to which they are put may be. This shift takes the tests them
selves away from the area of scientific criticism. Once we restrict the 
definition of test bias to statistical bias and classify anything that is 
left over as test "fairness" or "unfairness," the argument is virtually 
over. The rest of the discussion is merely a cleanup operation. 
Indeed, that is precisely the way Jensen proceeded. And yet, the real 
cultural-bias problem lies in the area that Jensen arbitrarily chose to 
treat as a "fairness" matter. 

ASSUMING THAT PARTICULAR LANGUAGE Is UNIVERSAL 

There are some lingering problems where Jensen failed to deal 
with "fairness" as bias. Some of them are revealed in Jensen's 
observations: 

It is important to understand the principle enunciated by the English 
psychologist Charles E. Spearman (1923), known as "the indifference of 
the indicator" (or "the indifference of the fundaments")' It means that in 
an intelligence test the specific content of the item is unessential, so long 
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as it is apprehended in the same way by all persons taking the test. (p. 127, 
italics mine) 

145 

The question here is, Can we be certain that items are apprehended 
or perceived in the same way by all persons taking the test? At pres
ent, Jensen's way of making this determination is simply to examine, 
by item analysis, the pattern of response for a given group and to 
compare that to the pattern of response for another group. Jensen 
has made the implicit assumption that two groups responding to the 
same item with the same pattern on the multiple-choice option test 
are reflecting a common understanding of the item. Yet, in present
ing this principle, no appeal was made to data from cultural anthro
pology or from cultural linguistics. Certainly, if such an appeal was 
made, it is absent from Jensen's discussion and also absent from the 
references that are cited in his book. Cultural linguists and cultural 
anthropologists are scientists who have developed a systematic study 
of particular cultural groups and who are in a position to interpret 
the behavior of cultural groups from the perspective of the history 
and the cultural norms of that group. In general, persons with such 
expertise and the data that they have developed have not been a part 
of the IQ debate at all. It is for this reason that some critics of IQ test
ing who allege cultural bias in the tests may do so with inadequate 
preparation. However, the matter of cultural bias can and must still 
be analyzed. It seems obvious that Jensen either does not understand 
or does not accept empirical demonstrations of the existence of cul
ture and cultural varieties. His discussions in responses to charges of 
cultural bias are quite naive: 

Critics often try to ridicule tests by pointing to a specific test item as 
an example of culture bias or whatever point the critic wants to make. 
The implication to most readers is that the test as a whole measures no 
more than what the selected item seemingly measures. It is usually 
assumed that no other information than that of holding up the item itself 
is needed to evaluate the item or the test from which it was selected. 
Attention is directed entirely to the "face validity" of specific items. Yet 
no competent psychometrist would attempt to criticize or defend specific 
test items out of context. The importance of the "face validity" of an item 
depends, first, on the nature and purpose of the test in which it is 
included and, second, on certain "item statistics" that are essential to the 
psychometrist in evaluating any test item. Without such information, crit
icism of individual test items can carry no weight. Rarely does a test con
structor attribute much importance to whether or not any given person 
knows the specific information content of any single item; rather, the 
chief concern is with the measurement of whatever is common to a num
ber of quite diverse items. This is determined by summing the "rights" 
and "wrongs" over a large number of such items to obtain a total score. 
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The specific features of single items thus average out, and the total score 
is a measure of whatever ability is common to the whole set of items. The 
more diverse the items, the more general is the ability measured by the 
total score. For this reason, criticism of item content, outside a context of 
essential psychometric information, is the weakest criticism of all. (p. 4) 

Clearly, Jensen appears to have assumed that items have unique and 
universal linguistic meanings. Further, he appears to have assumed 
that essential meaning is in the item rather than in the person! There 
can be no objection to Jensen's statement that the discussion of item 
content must take place within the context of what he has called 
"essential psychometric information." However, to discuss item con
tent in the context of essential information without also making ref
erence to specific cultural information is to leave basic issues poorly 
treated and to commit a scientific error. Jensen's point that "face 
validity" is insufficient is one with which I agree. However, it is 
incorrect to assume that all critics approach the determination of cul
tural bias only through face validity. For example, Chomsky's (1957) 
formulation of deep and surface structure in language has been 
extended in the work of more recent cultural linguists, such as Shuy 
(1976), who have pointed out clearly the measurement error of using 
language while confusing deep and surface structures in semantics 
or grammar. Anthropologists, such as Levi-Strauss (1966), have illus
trated the culturally specific nature of intellectual manifestations. 
Linguists, such as Shuy (1976), who study the language of test items 
point out that semantic meanings vary among individuals and 
among groups of individuals. Further, the approach of the cultural 
linguists to the discovery of semantic meaning among individuals or 
among groups is seldom through a statistical analysis of responses to 
multiple-choice items. Unless Jensen is willing to reject the work of 
cultural linguists out of hand, it is important that he, as a scientist, 
deal with the meaning of that work in his own conclusions. It would 
be beyond the scope of this paper to deal with that meaning here. I 
merely point out that Jensen's "exhaustive review of relevant litera
ture" fails to exhaust or even to touch certain highly relevant empir
ical data. It is especially important that a review of relevant literature 
be done because, as Jensen indicated that 

the most g-loaded tests [on the Wechsler Intelligence Scale for Children
Revised] are Information, Similarities, and Vocabulary. But the relative 
sizes of the factor loadings are not meaningful in any general psycholog
ical sense unless they have been corrected for attenuation. Because the 
various subtests differ in reliability, the relative sizes of the loadings 
reflect, in part, the reliabilities of the tests. (p. 216) 
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The most important point here is that information, similarities, and 
vocabulary are heavily culturally loaded. Vocabularies vary, and 
therefore, a vocabulary test or vocabulary similarities that are depen
dent on a common vocabulary meaning should be expected to vary 
by cultural group. Similarly, "general information" varies by cultural 
group. It seems interesting, therefore, that the most g-loaded tests 
may also be the most culturally loaded tests. Donaldson (1978) has 
shown how the change in a given test of a single equivalent word 
can sometimes produce major changes in children's achievement on 
tests. 

ASSUMING THAT RACE Is A BIOLOGICAL REALITY 

Like intelligence, race is undefined in operational terms. As Jen
sen has been noted for his idea that "races" differ in mental ability 
as measured by IQ tests, it is instructive to note how he has used the 
term: 

We see that race and SES [socioeconomic status) together contribute 
only 22 percent of the total IQ variance. (In this context "race" refers to 
the variance associated with classification as black or white, independent 
of any variance associated with SES as measured by the Duncan index. 
Thus the teT71l "race" here is not el(.clusively a biological factor but some 
combination of all the factors associated with the racial classification 
except whatever socioeconomic factors are measured by the SES index.! 
(p. 43, italics mine) 

In other words, race, though generally understood in biological 
terms, is undefined in operational terms, or it is so broadly defined 
that an investigator can commute between genetic and logical cate
gories without being held accountable for either. Jensen has indi
cated that he believes that there is a genetic basis for the IQ differ
ences between "racial" groups. Yet, as is indicated above, he does not 
use the term race in a biological sense. In fact, one wonders whether 
any scientists would agree with the definition of race that is 
expressed or implied in the quotation above. One certainly would 
wonder how geneticists would accept such a definition. Under such 
circumstances, how do IQresearchers select "black" or "white" sam
ples for comparison? Perhaps there is a secret method of selection, 
as no method has been publicly described. This is a vital matter for 
test construction because it is related to the selection of populations 
for "norming" the tests. 
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DETERMINING CULTURAL BIAS IN IQ TESTING 

Jensen has stated: 

I have not found in the literature any defensible proposal for a purely 
objective set of criteria for determining the culture-Ioadedness of individ
ual test items, and perhaps none is possible. This is not the same as saying 
there are not objective measures for determining test bias, a topic to be 
taken up shortly. As we shall see, one can determine with objective sta
tistical precision how and to what degree a test is biased with respect to 
members of particular subpopulations. But no such objective determina
tion can be made of the degree of culture-Ioadedness of a test. That attrib
ute remains a subjective and, hence, fallible judgment. Because there is 
no a priori basis for assuming that all sUbpopulations are equal in the 
ability that a particular test is intended to measure, items cannot be 
ordered on the culture-loading continuum simply according to how 
much they discriminate among various subpopulations. (p. 375, italics in 
original) 

Once again, Jensen has mistaken the distinction between determin
ing cultural bias statistically and determining cultural bias in other 
ways for a distinction between objective and subjective data. 
Although it may be true that there are few commonly used proce
dures for determining cultural bias in testing objectively, it is cer
tainly not the case that descriptions of culture are merely subjective. 
Once again, in order to come to such a conclusion, one must rule out 
years of systematic work by cultural linguists and cultural 
anthropologists. 

In the past, the mere existence of differential averages in IQ 
between cultural groups or "races" has resulted in charges of cul
tural bias on the presumption that there should be no difference 
among cultural or "racial" groups in basic mental capacity. Indeed, 
this is the precise argument that was used in the Larry P. v. Wilson 
Riles IQ-testing case in California. Judge Robert F. Peckham (1979) 
ruled that without compelling data to the contrary from sources 
other than the IQ tests themselves, the court would assume that the 
true difference between "racial" or cultural groups is zero. Even so, 
Jensen was quite correct in stating that items cannot be ordered 
along a continuum of cultural loading simply becaus~ psychometri
cally obtained results discriminate among various cultural or 
"racial" sUbpopulations. However, although the "discrimination" 
that exists may signal cultural bias, it does not define cultural bias. 
The definition must come from much more sophisticated and empir
ical methods, methods that are well beyond the expertise of tradi
tional psychometricians and that do exist in related behavioral-sci-
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ence disciplines. For example, content analysis, participant 
observation, and ethnography are tools that can be used to establish 
the unique cultural experiences of particular groups. 

THE QUESTION OF TEST NORMS 

Some critics of IQ testing have suggested that separate norms be 
provided for different cultural populations. Jensen's response is as 
follows: 

Merely rescaling or renorming a given test on a sample from a differ
ent population than the one on which the test was originally standard
ized accomplishes nothing of fundamental significance. It merely assigns 
different numerical values of the mean and standard deviation of the stan
dardized scores of a particular group. It does not change the relative posi
tions of persons within the groups or the relative difference between the 
groups. It merely puts these differences on a different numerical scale 
without essentially changing them, like shifting from a Fahrenheit to a 
Celsius thermometer. (p. 372) 

Jensen was correct in taking this position, up to a point. For example, 
it would do absolutely no good to renorm an IQ test that is written 
in English for a population that speaks only French by placing more 
French speakers in the norming sample in relationship to their num
bers in the general population. This kind of cultural difference in 
populations requires much more than "shifting from a Fahrenheit to 
a Celsius thermometer," or, put another way, a change in scale of 
measurement. Quite clearly, the test is linguistically inappropriate 
for French speakers. So I see that Jensen was right for the wrong 
reasons: This is not simply a problem in scoring or scaling; it is 
clearly a problem of the cultural appropriateness of the measures. 
The problem here is with the cultural content of the items. Jensen 
was also right for the wrong reasons on the same norm topic: 

Critics of mental testing often argue that IQs or other derived test 
scores should be based on separate racial and ethnic norms. In other 
words, an individual's score essentially would represent his deviation 
from the mean of his own racial or ethnic group. Hence, with separate 
norms, the same raw score on a test, reflecting a certain absolute level of 
performance, would result in different standardized scores for different 
groups. It is hard to see any practical utility in this proposal. It would 
greatly complicate the interpretation of test scores, since, if one were to 
use the scores for prediction of some criterion such as grades or job per
formance, or as an indication of relative standing in the knowledge or 
skills measured by the test, one would have to know the subject's group 
membership and make the necessary statistical adjustments for the scores 
to have the same meaning and predictive validity across groups. Also, an 
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individual could raise his or her standardized score merely by claiming 
membership in a group with lower norms. There is also the problem of 
how many different sets of norms there should be; every ethnic group 
and religious group and every geographical region of the country could 
insist on its own norms. 

Common sense as well as psychometric and statistical considerations 
dictate that test scores should have the same scale for everyone of a given 
age. That is, all scores should be scaled on homogeneous age groups 
within a single normative population. How well the normative sample 
was chosen is a separate consideration and depends in part upon the 
nature and purpose of the test and the populations in which it is to be 
used. The psychometrist aims to maximize the theoretical meaningful
ness and practical usefulness of tests and the scores derived from them. 
Scores scaled to separate norms for different groups would solve no real 
problems and would create a practical nuisance, much like having to con
tend with different currencies and exchange rates in going from one 
country to another. If tests are biased for some groups in the population, 
the bias should be recognized rather than obscured by having separate 
norms for that group. (p. 95) 

When Jensen argued that separate norms would complicate inter
pretations, or would allow subjects to manipulate the meaning of 
scores, or would be complicated and uneconomical to administer 
because too many groups might require the same treatment, his 
arguments are not so much academic as economic or managerial in 
their orientation. The academic issue is whether a real population is 
being represented accurately (regardless of the expense or inconve
nience) or whether a variety of real populations are being repre
sented equally accurately. 

Jensen called for an empirical determination of cultural 
variation: 

The presumption is that certain groups in the population have expe
rienced different cultural backgrounds that do not include these kinds of 
knowledge .... The fallacy is not in the possibility that some test items 
may discriminate between different cultural groups because of the 
groups' differences in experience but that such items can be identified or 
graded as to their degree of culture boundness merely by casual inspec
tion and subjective judgment .... The determination of bias must be based 
on objective psychometric and statistical criteria. (p. 371) 

The pity is that, with his claimed exhaustive review of the relevant 
literature, Jensen overlooked such empirical approaches as do exist. 
It is possible to gain a more accurate empirical estimate of the "nor
mal vocabulary" of a particular cultural group. It is also possible to 
give a better empirical description of the "normal general informa
tion" to which particular cultural groups are exposed. As mentioned 
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earlier, ethnographic observation, participant observation, and con
tent analysis are just three of the scientific tools that can be used for 
such investigations. Quite clearly, it would be expensive to do this; 
however, the issue for the science of measurement is whether an 
empirical approach to the development of cultural norms can be 
taken, not whether test makers can afford to take it. 

CULTURAL BIAS GoES BEYOND PREDICTOR AND CRITERION 

Jensen also attempted to link the question of test bias to the rela
tionship between a predictor and its criterion: 

In the most general terms, bias exists when the method of selection 
discriminates individuals differently than does the criterion measure of 
performance. (This leaves out of the question for the moment the ade
quacy and possible bias in the criterion itself.) This may be stated in a 
number of ways. A predictor is biased if it either overestimates or under
estimates an individual's criterion performance depending upon his 
group membership. A predictor is biased if it correlates more with group 
membership than with the criterion it is intended to predict. ... Bias 
enters into the testing aspect of selection when the test does not measure 
the same trait or ability when applied to different groups, or does not 
measure with the same reliability in different groups .... Bias is essen
tially a form of error: it is error of measurement (unreliability) and error 
of prediction (invalidity) that are related to the individual's group mem
bership. (p. 48) 

Apparently, Jensen failed to see that bias may be thought of in at least 
three, rather than simply in two, major ways. The predictor may be 
biased; the criterion may be biased; and the treatment that occurs 
between the predictor and the criterion may also be biased. In fact, 
this is precisely what has been asserted by critics of IQ testing in par
ticular. At no point in Jensen's presentation has he examined the 
empirical evidence of differential treatment among groups in edu
cation or evidence of bias in criterion measures of performance. Yet, 
both are critically important if the validity of the predictor is to be 
established beyond question (Feuerstein, 1979; Fuller, 1977). It is 
really puzzling how Jensen, in his "exhaustive review" of the rele
vant literature, could have overlooked 25 years of empirical research 
by Feuerstein (1979) in Israel. This work turns Jensen's interpreta
tions upside down, since low-performing students ("retarded per
formers") can be shown to make dramatic and permanent changes 
in school learning. 
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CULTURAL REALITY AND PSYCHOMETRICS 

Many basic psychometric terms carry confounded or multiple 
meanings. These have led to a great deal of ambiguity in discussions 
of test bias. For example, 

the difficulty of an item is objectively defined as the proportion of subjects 
in a given population (or sample from a population) that passes the item 
(Le., gets it "right"). Difficulty is indexed by the symbol p (for proportion 
passing). Note that an item's p value is specific to a particular group of 
persons or sample to whom the test was administered. (p. 66, italics in 
original) 

Apparently, this definition of difficulty is based on the assumption 
that the "harder" the item is, the fewer will be the people who get it 
correct, or that the easier the item is, the more will be the people 
who get it correct, and that nothing else is needed to account for the 
difference in the proportions of people who get items either correct 
or incorrect, other than error. Yet, a person may get an item correct 
in part because she or he has had an opportunity to become familiar 
with the item through experience, such as knowing the name of a 
particular shape (square, triangle, or rectangle). On the other hand, 
a person may find an item difficult because the concept or construct 
is hard to grasp, such as justice or difficulty. In such a case, where 
confounding is so evident, it is important to explicate the assump
tions that allow for a solely statistical definition of difficulty. This is 
also a point where the expertise of cultural linguists should be used. 
Further, there ought to be some method of distinguishing between 
the subject who has heard a particular word over and over and who 
may not remember, and a subject who has heard a word only once 
and may not remember. At present, there is no control for the 
amount or type of experience that a given subject has had as a basis 
for interpreting the differences in performance among subjects. 

CULTURAL VARIATION, ITEM DIFFICULTY, AND THE INTERVAL SCALE 

Though Jensen seems to have recognized the necessity of devel
oping an interval scale in order for measurement to take place, he 
has been more convincing about the need for such a scale than about 
its existence: 

Each of the physical measurements just mentioned constitutes an 
absolute scale; that is, the measuring instrument in each case has a true 
zero point and the units of measurement are equal intervals throughout 
the entire scale. The measurements therefore have two important prop-



IQ TESTING AS THE EMPEROR'S NEW CWTHES 

erties: (1) they are additive and (Z) they can yield meaningful ratios. (Thus 
an absolute scale is also called a ratio scale.) Unless the units ofmeasure
ment are equal intervals at every part of the scale, they cannot be called 
additive (italics mine). If our yardstick did not have equal intervals, 4 
inches plus 5 inches would not necessarily total the same actual length as 
3 inches plus 6 inches, and the distance between the .2-inch and 1.2-inch 
marks would not necessarily be the same as the distance between the ZO
inch and 30-inch marks. Also, if there were no true zero point on the 
scale, our measurements could not form meaningful ratios; the ratio of Z 
inches to 1 inch would not be the same as the ratio of 8 inches to 4 inches. 
Without a true zero point on our scale for measuring weight, we would 
not be sure that a ZOO-pound man is twice as heavy as a 100-pound man. 
All we would know is that the ZOO-pound man is 100 pounds heavier than 
the 100-pound man; but we could not say he is twice as heavy .... An 
interval scale has equal units but no true zero point. The zero point on . 
such a scale is arbitrary .... Measurements on an ordinal scale can only 
represent "greater than" or "less than"; but we cannot know how much 
"greater than" or "less than." Thus the measures only denote rank order. 
(p.74) 

153 

One thing that is not clear is how psychometrists can claim to have 
an interval scale and can reconcile that notion with the notion of a 
test made up of items graduated in "difficulty." On an interval scale, 
one would suppose that each item represents an equal amount of the 
same type of data. By introducing the concept of "difficulty," there is 
the intention that items at the beginning of a test are quite different 
in quantity or quality of intelligence that they measure from items at 
the end. But the matter is even more grave than that. Psychometrists 
can demonstrate neither an interval nor an ordinal scale except 
within traditional psychometric definitions, and only by avoiding 
cultural linguistics data (Cole & Scribner, 1974; Levi-Strauss, 1966; 
Shuy, 1976; Smith, 1978; Turner, 1949; Whorf, 1956). 

THE NORMAL DISTRIBUTION AS SUBJECfIVE DATA 

Ignorance of cultural data will cause a basic error in psychom
etry to be obscured: 

We simply assume what the distribution of scores should look like if 
we had an ideal test that measured the trait or ability in question on a 
perfect interval scale. Then, if we can construct an actual test that in fact 
yields a score distribution like the one we have assumed, we can be abso
lutely certain that the scores are on an equal-interval scale-provided, of 
course, that we are correct in our initial assumption about the true shape 
of the distribution. For most mental abilities, and particularly general 
intelligence, psychologists have assumed that the true distribution is the 
normal distribution. Ipso facto, any test of intelligence that yields a nor-
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mal distribution of scores must be an interval scale. The logic boils down 
to the one crucial question: What is the justification for the assumption of 
normality? (p. 75, italics in originalJ 

Is intelligence, whatever that may be, distributed normally in 
the population at large? Are a culturally specific vocabulary and a 
culturally specific general information pool-the presumed indices 
of intelligence-also distributed normally within the American pop
ulation? Jensen and others make that assumption as they attempt to 
justify the creation of tests that presume such a distribution: 

It is claimed that the psychometrist can make up a test that will yield 
any kind of score distribution he pleases. This is roughly tr"ue, but some 
types of distributions are much easier to obtain than others. However, the 
fact that the form of the distribution is merely a function of the item dif
ficulties and item intercorrelations, as explicated previously, and the fact 
that these properties are rather easily manipulated by means of item 
selection, which is an important aspect of the whole process of test con
struction, surely means that there is nothing inevitable or sacred about 
any particular form of distribution with regard to mental test scores. (p. 
71) 

It must be pointed out that the argument in support of a normal dis
tribution of IQ test scores is a rational argument and not an empirical 
argument. It is hard to imagine the type of empirical test that could 
be conducted to determine if, independent of IQ tests, intelligence 
and/or its presumed indices are distributed according to the normal 
distribution. However, my purpose for bringing up this matter is nei
ther to seek an answer nor to suggest an answer. Rather, it is to high
light the fact that Jensen's arguments are based on speculation and a 
subjective substructure of the type that he has abhorred in others. 
Clearly, a leap has been made. Jensen has stated that, even when 
psychologists are not attempting to construct tests in order to make 
them fit the normal curve, they discover an approximately normal 
distribution. He has stated that the original Wechsler Bellevue Intel
ligence Scale in 1944 yielded an approximately normal distribution, 
as did the Pittner Ability Test of 1923 and the original Binet and Stan
ford-Binet Intelligence Tests. And yet, as Jensen has indicated: 

The simple fact is that a test unavoidably yields a near-normal distribu
tion when it is made up of: (1) a large number of items, (2) a wide range 
of item difficulties, (3) no marked gaps in item difficulties, (4) a variety of 
forms, and (5) items that have a significant correlation with the sum of all 
other item scores, so as to insure that each item in the test measures what
ever the test as a whole measures. (pp. 72-73) 

As Jensen has indicated, these are "commonsense" features of tests 
that inevitably lead to a closer approximation of the normal distri-
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bution. And yet, as was indicated in an earlier discussion, the core of 
these commonsense notions revolves around a statistical definition of 
item "difficulty." Are items "difficult" in the sense that they are com
plex mentally? Or are items "difficult" only in the sense that they 
may be unfamiliar? Given the way that Jensen has treated other com
plex matters, it is not surprising that he did not ask such questions. 
For example: 

As we move on to even more intellectually loaded performances that 
can be measured on an absolute or interval scale, we find that the distri
bution of measurements still approximates the normal curve. For exam
ple, vocabulary is highly correlated with other measures of intelligence. 
The size of a person's vocabulary constitutes an absolute scale, with the 
word as the unit. Some vocabulary tests are made up by selecting words 
at random from a dictionary, and scores on such vocabulary tests should 
be distributed approximately the same as the distribution of total vocab
ulary. It is consistently found that vocabulary so measured is approxi
mately normally distributed within any given age group. (p. 77) 

Jensen's views here reflect a particularly limited and naive 
notion of what vocabulary is. There is no dictionary that contains the 
whole of human vocabulary. Is the random selection of words from 
a selected dictionary vocabulary in English a measure of any given 
individual's total vocabulary? This certainly is not a definition of 
vocabulary that a cultural linguist could accept. Words and meanings 
do exist that are not in any dictionary and yet are normal or typical 
for some cultural groups. Although such words and meanings may 
not be useful or valued in the mainstream of American culture, 
nevertheless, they are no less evidence of intellect than are words 
that fail more within the so-called mainstream. In other words, is a 
random sample of a particular dictionary's listing of words equiva
lent to a random sample of any group's vocabulary? It is when such 
issues are ignored in the construction of IQ tests, and when such 
"neutral" techniques as defining item difficulty in statistical terms are 
utilized, that artifacts of the measurement process come to be viewed 
as an adequate representation of reality itself. 

GETTING AT THE ROOT OF CULTURAL BIAS 

Every group of people develops ways of working with its envi
ronment. It develops a set of rules that are widely shared within the 
culture. These may be rules about talking, rules about making tools, 
or rules about the use of symbols. Makers of standardized IQ tests 



156 ASA G. HILLIARD III 

operate as if there is only one set of rules for all cultural groups. Oth
[erwise, it would be foolish to speak of something such as "general 
knowledge" when thinking of a general population that consists of 
diverse cultural groups. Jensen appears to agree in part: 

The range of a person's general knowledge is generally a good indi
cation of that individual's intelligence, and tests of general information in 
fact correlate highly with other noninformational measures of intelli
gence. For example, the Information subtest of the Wechsler Adult Intel
ligence Scale [W AIS] correlated .75 with the five nonverbal performance 
tests among 18- to 19-year-olds. 

Yet information items are the most problematic of all types of test 
items. The main problems are the choice of items and the psychological 
rationale for including them. It is practically impossible to decide what 
would constitute a random sample of knowledge; no "population" 'of 
"general information" has been defined. The items must simply emerge 
arbitrarily from the heads of test constructors. No one item measures gen
eral information. Each item involves only a specific fact, and one can only 
hope that some hypothetical general pool of information is tapped by the 
one or two dozen information items that are included in some intelli
gence tests. 

Information tests are treated as power tests: time is not an important 
factor in administration. Like any power test, the items are steeply graded 
in difficulty. The twenty-nine Information items in the W AIS run from 
100 percent passing to 1 percent passing. Yet how can one claim the items 
to be general information if many of them are passed by far fewer than 
50 percent of the population? Those items with a low percentage passing 
must be quite specialized or esoteric. Inspection of the harder items, in 
fact, reveals them to involve quite ''bookish'' and specialized knowledge. 
The correlation of information with the total IQ score is likely to be via 
amount of education, which is correlated with intelligence but is not the 
cause of it. A college student is more likely to know who wrote The 
Republic than is a high school dropout. It is mainly because college stu
dents on the average are more intelligent than high school dropouts that 
this information gains its correlation with intelligence. The Information 
subtest of the WAIS, in fact, correlates more highly with the amount of 
education than any other subtest. (pp. 147-148, italics in original) 

In this passage, Jensen seems to have been making the very argu
ment that his critics make: "General knowledge" is culturally spe
cific, and its correlation with "school success" can be explained in 
large measure because it is related to the amount of education that a 
person receives. Even Jensen has recognized the fact that we are 
unable to define a population of "general information" from which 
a random sample may be drawn. The same may be said of vocabu
lary. Thus, any selection of items is both basically arbitrary and cul
turally sp~cific. In other words, there is a basic principle in cultural 
areas that we may refer to as variation, without any implication of 
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subordinate or superordinate. Given this condition, what is its mean
ing in IQ measurement? Jensen has offered no adequate treatment of 
this question. Indeed, there is little evidence from his writing that he 
can. 

It is hard to tell just how much Jensen understands in the cul
tural area. At certain points, he appears to be able to take cultural 
dimensions into account: 

Verbal IQ tests given in English afford about as good validity for the 
short-range prediction of scholastic achievement in the case of bilingual 
children as for other children from exclusively English-speaking homes. 
The verbal test scores of bilingual children, however, should not be inter
preted beyond their function as merely a short-term predictive index of 
the pupil's probable achievement in a typical school setting where 
English is the medium of instruction. For bilingual children, never should 
long-term (i.e., more than a year) educational predictions or placement in 
special classes, particularly classes for the educably mentally retarded or 
the educationally subnormal, be based on standard verbal tests adminis
tered in English. Nonverbal and performance tests (in addition to social 
adjustment criteria) are essential and should be primary considerations 
in making placement recommendations or diagnoses of educational prob
lems. lethe results oftesting are of importance to the individual, the bilin
gual child should be tested in both languages by an E [examiner) who is 
fluent in the 8's [subject's) primary language and its particular localisms, 
and the test should be scored in terms of the total number of correct 
responses in either language, with proper corrections for guessing, if the 
answers are multiple choice. School psychologists who have made this a 
general practice in testing bilingual children report that the maximum 
score obtained in both languages is usually not more than 5 to 10 points 
higher than in either language alone, but occasionally the difference is 
considerably greater, thus making this precaution worthwhile if any 
important decision concerning the individual child is to be based on the 
test results. (pp. 606-607, italics in original) 

Unfortunately, Jensen's limited understanding of linguistic princi
ples seems to suggest that he can accept certain foreign-language 
vocabulary differences as evidence of linguistic differences but fails 
to see that language is much more than that. Language is a total com
munication system that uses vocabulary-as well as paralinguistic 
features, such as symbols and body language-variously and in vary
ing combinations of rule-governed ways to make and receive mean
ing. Moreover, the reduction of the number of verbal items in a test 
is not equivalent to the reduction of culture in items because all 
items, both verbal and nonverbal, represent particular cultural mate
rial that is dependent on particular experience. Therefore, it is the 
nature of language itself that renders its surface features inappro-
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priate as a universal vehicle for communication and, therefore, for 
standardized testing. 

One can see something of the theoretical statistician in the Jen
sen statement that follows; however, one does not see a person who 
understands linguistic principles: 

The best vocabulary test limited to, say, one hundred items would be that 
selection of words the knowledge of which would best predict the total 
vocabulary of each person. A word with wide scatter would be one that 
is almost as likely to be known by persons with a small total vocabulary 
as by persons with a large total vocabulary, even though the word may 
be known by less than 50 percent of the total population. Such a wide
scatter word, with about equal probability of being known by persons of 
every vocabulary size, would be a poor predictor of total vocabulary. It is 
such words that test constructors, by statistical analyses, try to detect and 
eliminate. (p. 147) 

One wonders to what linguistic expertise Jensen has appealed. His 
bibliography is mute on this question. Such statements as the one 
above are typical of the absence of empirical grounding for Jensen's 
linguistic explanations. Let's look again at Jensen as linguist: 

Word knowledge figures prominently in standardized tests. The 
scores on the vocabulary subtest are usually the most highly correlated 
with total IQ of any of the other subtests. This fact would seem to contra
dict Spearman's important generalization that intelligence is revealed 
most strongly by tasks calling for the eduction of relations and correlates. 
Does not the vocabulary test merely show what the subject has learned 
prior to taking the test? How does this involve reasoning or education? 

In fact, vocabulary tests are among the best measures of intelligence 
because the acquisition of word meanings is highly dependent on the 
eduction of meaning from the contexts in which the words are encoun
tered. Vocabulary for the most part is not acquired by rote memorization 
or through formal instruction. The meaning of a word most usually is 
acquired by encountering the word in some context that permits at least 
some partial inference as to its meaning. By hearing or reading the word 
in a number of different contexts, one acquires, through the mental pro
cesses of generalization and discrimination and eduction, the essence of 
the word's meaning, and one is then able to recall the word precisely 
when it is appropriate in a new context. Thus the acquisition of vocabu
lary is not as much a matter of learning and memory as it is of general
ization, discrimination, eduction, and inference. Children of high intelli
gence acquire a vocabulary at a faster rate than children of low 
intelligence, and as adults they have a much larger than average vocab
ulary, not primarily because they have spent more time in study or have 
been more exposed to words, but because they are capable of educing 
more meaning from single encounters with words and are capable of dis-
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criminating subtle differences in meaning between similar words. (pp. 
145-146, italics in original) 
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Did lensen make such descriptive statements based on observation 
or speculation? We cannot tell from his references. Even assuming 
that all that Jensen has described is true, we are still left with the 
question, Do all highly intelligent children acquire the same vocab
ulary? Is a standardized IQ vocabulary test a test of a subject's known 
vocabulary or of a subject's eduction of vocabulary? Regardless ofthe 
answer, one is struck that lensen's entire bibliography may be 
combed for references to linguistic evidence to support such asser
tions as he has made, and none will be found. We have only Jensen's 
testimony or speculation. 

A special word must be said about lensen's treatment of the data 
on the measurement of the IQ of African-American children. Jensen 
is well known for his interpretation of the "15-point difference" in 
average IQ between "blacks" and "whites." He has attributed the dif
ference in scores not to cultural differences, but to genetic differ
ences. Neither Jensen nor anyone else he has cited who has con
ducted studies of the IQs of African-American children has exhibited 
an academic knowledge of the history and culture of African-Amer
ican people. Out of lensen's approximately 757 references, only 
approximately 11 pertain directly or indirectly to the matter of Afri
can-American language: 

Bean, K. L. Negro responses to verbal and nonverbal test material. Journal 
of Psychology, 194Z, 13, 343-353. (p. 748) 

Crown, P. J. The effects of race ofel'aminer and standard versus dialect 
administration of the Wechsler Preschool and Primary Scale ofIntel
ligence on the performance of Negro and White children. Doctoral 
dissertation, Florida State University, 1970. (p. 75Z) 

Eisenberg, L., Berlin, c., Dill, A., &. Sheldon, F. Class and race effects on the 
intelligibility of monosyllables. Child Development, 1968, 39, 1077-
1089. (p. 753) 

Hall, V. c., &. Turner, R. R. The validity of the "different language expla
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formance of Negro children. Child Development, 1971, 42, 5-15. (p. 
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No discussion of "black-white" differences in IQ is adequate in 
absence of a professionally adequate treatment of the data on Afri
can-American language. Even in the minimal literature that is cited 
by Jensen on this matter, there is one review article in the Review of 
Educational Research (Hall & Turner, 1974) that covers slightly more 
territory, primarily on the matter of scholastic performance. How
ever, there is no evidence that Jensen has dealt with the substance of 
the material presented in even that article. His primary citations are 
three articles by Quay. Jensen's observations are as follows: 

The consensus of a number of studies, however, indicates that, 
although black children produce somewhat different speech, they com
prehend standard English at least as well as they comprehend their own 
nonstandard dialect and that they develop facility in understanding the 
standard language at an early age .... The effect of black dialect as com
pared with standard English on the IQs of black lower class children was 
investigated in three studies by Quay (1971, 1972, 1974), who had the Stan
ford-Binet translated into black ghetto dialect by a linguistics specialist in 
black dialect. No significant difference (the difference actually amounts to 
less than 1 IQ point) was found between the nonstandard dialect and stan
dard English forms of the Stanford-Binet when administered by two 
black Es to one hundred black children in a Head Start Program in Phil
adelphia. (p. 604) 

It is not clear just what Jensen meant when he referred to the trans
lation of Stanford-Binet tests into "black ghetto dialect." There are, 
in fact, many variations in African-American language (not black 
ghetto dialect) in America, just as there are many variations in 
English as spoken by Europeans. Certainly, in a matter as important 
as this, Jensen would see the need to give more care to a determi
nation of precisely what was done even in the few studies that he 
cited. Whatever it is that distinguishes the language of African-Amer
icans, it is not the fact that some live in "ghettoes." The language that 
is spoken by large numbers of African-Americans is an amalgam of 
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African linguistic antecedents with American modifications of 
English. English is itself a type of nonstandard German, which is an 
amalgam of an essentially Germanic grammar and an essentially 
Romance vocabulary (Hilliard, 1970). We are able to demonstrate that 
there are certain regular features of phonology, grammar, tone, and 
rhythm; but even more important for IQ testing, the large majority 
of African-American people, most of the group that does poorly on 
IQ tests, share an environment that, although it may be characterized 
by poverty, is nevertheless made up of relatively homogeneous lin
guistic communities. Thus, vocabulary and semantics tend to be 
unique to the locations where large number of African-Americans 
find themselves over time. Cultural linguists who are qualified to 
study this phenomenon have not been as amply supported in their 
research efforts as have psychometrists who develop standardized 
IQ tests. Therefore, even though cultural linguistics data are highly 
significant, they are not abundant. These data certainly amount nei
ther to rhetoric nor to propaganda. Yet, what can be said for those 
who hold opinions about "black ghetto speech" without having any 
particular preparation for understanding what they are describing? 

In general, the attention of linguists has not focused on the appli
cation of their discipline to the development and refinement of stan
dardized IQ tests. In fact, much of the applied technology of linguists 
is so new that it has not been applied in a number of areas where it 
would seem able to make a distinct contribution. Linguists have a 
great deal to offer in the field of psychometry. There are two areas 
in which linguistic contributions are particularly appropriate. On 
the one hand, they can clarify, sharpen, and assist in the formulation 
of certain important constructs that are used by psychometrists. The 
most notable instances where psychometrists are sorely in need of 
professional help is with the constructs vocabulary and word diffi
culty. The second area where cultural linguists have a great deal to 
offer is in the provision of tools for the analysis of the use of language. 
One of the best examples of the relevance and the necessity of the 
field of linguistics for psychometry is provided in a very brief paper 
that was done by Shuy (1976). In this paper, Shuy integrated theoret
ical and applied material from sociolinguistics. As he dealt with the 
question ()f the possibility of quantifying linguistic data, Shuy pre
sented (see Figure 1) a succinct diagram of linguistic phenomena. 
Based on his work as a linguist, he cautioned that only those things 
that appear at the peak of the diagram are readily amenable to quan
tification techniques. As we move to the deeper structures on the dia-
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Surface Structure 

FIGURE 1. Diagram of the structure of language and of key linguistic parameters. 

gram, specifically to the level of semantic meaning, traditional quan
tification techniques become considerably less appropriate, espe
cially across cultural groups. 

Undoubtedly, had cultural linguists been included in the devel
opment of psychometrics over the past few decades, there would be 
a body of appropriate linguistic technology for testing. But even 
though cultural linguists have been slow in realizing the implications 
of their field for psychometry, and even though their contributions 
to this area have not yet been fully developed, psychometric instru
mentation that is dependent on linguistic phenomena will be scien
tifically inadequate until such time as these instruments can be 
brought up to date in cultural linguistic science. It is the psychom
etrists's lack of an academically adequate sense of linguistic phenom
ena that is responsible for a slavish insistence on the use of parochial 
English as if it were a universal language. This insistence can be for
given in achievement testing, where the objective of instruction may 
well be to teach a parochial English for the purpose of establishing 
a common vehicle of efficient mass communication. However, it is 
unforgivable in that psychometry which is devoted to the revelation 
of mental functions. Although language is a prerequisite of thought, 
parochial English is not. Psychometrists who are responsible for the 
development of standardized tests of intelligence have been guilty of 
a particularistic "Levell" type of thinking about the use of language. 
Either Jensen does not have such linguistic knowledge as is indicated 
by Shuy, or he may be aware of it but rejects its applicability to psy
chometry, or he is aware and realizes its applicability but chooses to 
ignore it. No matter which, his psychometry-and that of any other 
psychometrist so limited-is inadequate. 
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THE USE OF IQ TESTING 

Critics of IQ testing have received a frequent response from 
advocates: "The tests as they exist are the best that we have." That 
may be true; however, the real question is, Is the best that we have 
even a slight contribution to the improvement of instruction? IQ tests 
are used currently as an applied rather than a simply experimental 
tool; and yet, it cannot be shown that the use of IQ testing results has 
improved educational achievement outcomes for children. Once 
again, there is a place to agree with Jensen: 

The only justification for placement is evidence that the alternative 
treatments are more beneficial to the individuals assigned to them than 
would be the case if everyone got the same treatment, with the slight vari
ations in instruction that occur informally in the ordinary class. The sup
posed benefits of placement are often highly debatable. They are difficult 
to evaluate and are often undemonstrated. Placement is a complex mat
ter, to say the least. (p. 46) 

Too often, there is a presumption that unique pedagogy exists to 
which well-diagnosed learning "cases" may be assigned, with signif
icant improvement in learning as a result. If that is the case, that 
unique pedagogy has yet to be described. 

A more frequent use of IQ has been to predict future school 
achievement. To describe the known relationship between existing 
IQ test scores and grade-point averages or future standardized
achievement-test scores is a far cry from explaining either the scores 
or the relationship. Schools should be interested first and foremost 
in how to help children to learn, and yet, IQ testing, according to 
Jensen and others, may be quite unrelated to learning: 

One still occasionally sees intelligence defined as learning ability, but 
for many years now, since the pioneer studies of Woodrow, ... most psy
chologists have dropped the term "learning ability" from their definitions 
of intelligence. To many school teachers and laymen this deletion seems 
to fly in the face of common sense. Is not the "bright," or high-IQ, pupil 
a "fast learner" and the "dull," or low-IQ, pupil a "slow learner"? Simple 
observations would seem to confirm this notion. 

The ability to learn is obviously a mental ability, but it is not neces
sarily the same mental ability as intelligence. Scientifically the question is 
no longer one of whether learning ability and intelligence are or are not 
the same thing, but is one of determining the conditions that govern the 
magnitude of the correlation between measures of learning and measures 
of intelligence. 

The Woodrow studies showed two main findings. (t) Measures of 
performance on a large variety of rather simple learning tasks showed 
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only meager intercorrelations among the learning tasks, and between 
learning tasks and IA. Factor analysis did not reveal a general factor of 
learning ability. (2) Rate of improvement with practice, or gains in profi
ciency as measured by the difference between initial and final perfor
mance levels, showed little or no correlation among various learning 
tasks or with IQ. Even short-term pretest-posttest gains, reflecting 
improvement with practice, in certain school subjects showed little or no 
correlation with IQ. Speed of learning of simple skills and associative rote 
learning, and rate of improvement with practice, seemed to be something 
rather different from the g of intelligence tests. (pp. 326-327) 

I would wager that most teachers and administrators would be sur
prised by the conclusions that are presented in the quotation from 
Jensen above. I expect that most practicing educators, ifthey see any 
benefit in IQ tests at all, would be interested in their relationship to 
learning, and yet, that relationship is either weak and tehuous or 
obscure, to the extent that it exists at all. Jensen has shown that some 
learning and memory tasks are related to IQ, in what he regards as 
going from simple to complex learning. For example, he has indi
cated that learning is more highly correlated with IQ when it is 
intentional and when the task calls for conscious mental effort and 
is paced in such a way as to permit the subject to "think." He has also 
stated that learning is more highly correlated with IQ when the 
material to be learned is hierarchical in the sense that the learning 
of the later elements depends on the mastery of early elements. 
Jensen has written that learning is more highly correlated with IQ 
when the material to be learned is meaningful in the sense that it is 
in some way related to other knowledge or experience already pos
sessed by the learner. He has written that learning is more highly cor
related with IQ when the nature of the learning task permits a trans
fer from somewhat different but related past learning, and that 
learning is more highly correlated with IQ when it is insightful, that 
is, when the learning task involves catching on or getting the idea and 
the like. Although none of these statements are accompanied by spe
cific material indicating more precisely the magnitude of the relation
ship between IQ test scores and learning, or just how these results can 
be applied in teaching, it becomes clear at once that few teachers or 
administrators use test results for that type of determination. If tests 
are used at all, they are used only to justify labels and placement. 

SUMMARY AND CONCLUSIONS 

Mental measurement, as far as its application to education is con
cerned, has been the phlogiston of the twentieth century, at least 
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until the recently reported work of Feuerstein (1980). IQ testing is the 
naked emperor who badly needs new clothes. Jensen may be the 
leader of the cult of intelligence. The true believers in this cult do not 
demand that IQ test results to be used to improve the quality of edu
cation. The true believers ask only to be included in the IQ ritual. 
Psychometrists, the high priests ofthe IQ ritual, are distinguished not 
as educational problem-solvers, but as murmurers of incantations, as 
comforters of the flocks, as salespeople of academic indulgences, 
practicing numerology and calling it science; at present, they are 
education's parasites. This need not be the case (Feuerstein, 1980). 

Jensen's book Bias in Mental Testing could have a very subtle 
effect on the IQ controversy over and beyond the effect that may be 
produced by an examination of the issues that he has treated. 
Because there is no other book quite like this one in the field, this 
subtle effect may be to establish a way of thinking about test bias, as 
separate and distinct from taking any side on the issues in the con
troversy. The subtle effect of Jensen's book may be to establish or to 
limit the parameters of the domain within which discussion can pro
ceed. In a way, this has already happened through the establishment 
of traditional approaches in psychometry. Jensen's contribution has 
been to treat these traditional things comprehensively, but compre
hensively only with reference to existing procedures. As indicated 
before, however, the basic weakness of existing procedures is that 
they are incapable of handling the types of issues that fall under the 
heading of cultural bias or, more precisely, cross-cultural validity. 
Present psychometric procedures are built on the implicit presump
tion of a universal cultural norm in an era of ethnocentrism and cul
tural chauvinism in science. They have yet to be purged or recon
structed so as to take into account a knowledge of the real world. 

At a basic level, the question of test bias is important only in rela
tion to its meaning in test validity. When we look closely at the valid
ity of standardized tests of intelligence, we find that the tests are 
invalid in the sense that they do not describe accurately either the 
mental functions or the potential achievement levels of many learn
ers. In addition, there are basic inadequacies in psychometric models 
for test validation when these models are applied to pluralistic cul
tural populations. These inadequacies have little to do with the type 
of statistical procedures involved, such as the type of factor-analytic 
method that is applied (e.g., matrix rotationl. The inadequacies have 
little to do with refinements and methods of calculating reliability 
coefficients or with standard error in predictive validity coefficients. 
The problem is much more basic than any of these things. Existing 
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psychometric predictive validity models fail to describe, to control 
for, or to account for intervening variables between IQ testing and 
measures of achievement. In particular, variations in the quality of 
instruction and variations in relevant life experiences are totally 
ignored. Does the negative differential treatment that minority cul
tural groups receive in the public schools need further documenta
tion? Does the negative differential experience of these minority cul
tural groups need documentation? At present, psychometrists fail to 
deal with this issue at all. Test manuals that report validity studies do 
not reflect attention to intervening variables. Tests certainly do not 
allow various cultural groups to use their own experiences as a vehi
cle for the expression of the intelligent mental operations that they 
possess. I have discovered no evidence to indicate that the inade
quacy in the models for validity study is being examined. Indeed, I 
have found almost no evidence in the psychometric literature that 
this inadequacy is even recognized. 

The IQ debate has not been a real scientific engagement at all; or 
if it has, it has been on issues that are quite peripheral to what should 
be the primary matter of concern: The mass use of IQ testing in edu
cation must be called into question for several very special reasons, 
none of which are included in the debate over IQ testing: 

1. IQ tests are not scientific measuring devices and do not mea
sure the mental functions of "white" children or "black" 
children. 

2. The cultural bias of IQ tests can be demonstrated by an appeal 
to empirical data from cultural linguistics and from cultural 
anthropology . 

3. The use of IQ tests cannot be shown to result in the improve
ment of educational performance of any students. 

It is a pity that in the ponderous book by Arthur Jensen, as in 
the discussions and writings on the IQ question in general, there is 
from minimal to no treatment at all of the specific issues listed above. 
Supporters ofIQ testing and critics alike have chosen instead to strug
gle over the safer questions (for mass-production test makers) of the 
face validity of items and the possibility of devising (mass-produced) 
culture-free or culture-fair tests. 

IQ test belief is a catechism, an ideology, that at present offers 
little or nothing to education. The important empirical demonstra
tion that is needed is not an empirical demonstration regarding test 
bias. It is an empirical demonstration of test utility. None of the dis-
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cussion over the presence or absence of bias should be allowed to 
obscure that central matter. 

Jensen was right when he said that, before the use of tests is 
rejected outright, one must consider the alternatives to testing: 
whether decisions based on less objective means of evaluation (usu
ally educational credentials, letters of recommendation, interviews, 
and biographical inventories) would guarantee less bias and greater 
fairness for minorities than would result from the use of tests. He was 
absolutely right in saying that bias may exist in any of those alter
natives-perhaps, bias even greater than that found in the test itself. 
However, the measurement question at issue is whether the tests 
measure intelligence, not whether they reduce inequity, though this 
is certainly an objective. In fact, it is Jensen's own interpretation that 
has produced mischievous results by suggesting a genetic difference 
in ability between "white" and 'black" populations. 

Jensen's book is not presented as a book about the inequities that 
result from bias in tests or in the other criteria; it is an attempt to 
establish the validity of IQ tests for the purpose of measuring mental 
functions. In fact, as he indicated, it is primarily a book about the 
psychometric methods for objectively detecting what he has called 
bias in mental tests. Jensen issued a disclaimer: "In the terminology 
of genetics, test scores-all test scores-are measures of phenotypes, 
not of genotypes. The study oftest bias, therefore, concerns only bias 
in the measurements of phenotypes" (p. xil. These two things are not 
separated in the minds of readers. Genotypes are inferred from phe
notypes where IQ testing has been concerned and where Jensen in 
particular has been concerned. 

Jensen's book does list objections to and criticism of standardized 
IQ testing in the first chapter. Arthur Jensen's book does not deal 
fully with the majority of these criticisms; rather, by restricting the 
definition of test bias and by ignoring whole categories of relevant 
empirical data, Jensen's response to criticism is more finesse than 
substance. 

Jensen's "exhaustive review of the empirical research" is really 
an exhausting review of highly selected empirical research. It is not 
the book for the century. It merely exposes the weakness of IQ ide
ology to a wider audience. 

And so the Emperor walked in the procession under the 
lovely canopy, while all the crowds in the street and all the 
people at their windows said, "Heavens! How marvelous the 
Emperors new clothes look! Such a beautifol train on those 
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robes! How exquisitely itfitsl" No one wanted it thought that 
he could not see anything, as that would make him some
body who was either very stupid or badly fitted for his 
position. None of the Emperors clothes had ever before 
been such a success. 

"But he has nothing onl" said a little child. "Good heav
ens, listen to the voice of innocence I " said the father, and 
the childs remark was whisperedfrom one to another. "He 
has nothing onl That's what a little child is saying: 'He has 
nothing on!'" 

"He has nothing onl" shouted everybody in the end. 
And the Emperor cringed inside himself, for it seemed to 
him that they were right; but he thought like this: "[ shall 
have to go through with the procession. " 

And then he held himself even more proudly erect, and 
the chamberlains walked on behind him carrying the train 
that was not there at all. 

Hans Christian Anderson, "The Emperor's New Clothes" 
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CHAPTER FIVE 

Bias in Mental Testing 
Evidence for an Alternative to the 

Heredity-Environment Controversy 

ERNEST M. BERNAL 

Jensen, in his Bias in Mental Testing (1980) and other publications, 
has carefully documented a corpus of research on general intelli
gence (g) spanning some 75 years. His work, however, is perhaps 
best known for its exploration of minority-majority group differ
ences in mental abilities (Jensen, 1969a,b,cl, which, through the 
applications of genetic theory and heritability indices to a plethora 
of test data, he has interpreted to be for the most part genetically 
determined (Jensen, 1970). This basic finding, furthermore, cannot, 
according to Jensen (1980), be rationalized away by any extant stud
ies of cultural or racial bias in professionally acceptable (Le., well 
constructed) achievement, academic aptitude, or intelligence tests. 

Jensen has characterized learning tasks or test items as tapping 
abilities that lie on a continuum from Level I to Level II. Level I 
involves tests that measure such abilities as short-term memory for 
digits and serial learning. Level II abilities include "education," con
cept attainment, symbolic manipulation, and problem solving. In 
general, Level II abilities transform stimuli, as in the case of tasks that 
educe verbal mediation prior to the production of observable 
responses. 

This Level I-Level II continuum is central to understanding Jen
sen's discussion of ethnic and racial group differences in average 
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scores on mental tests, for although all groups are equally capable of 
Level I tasks (Jensen, 1969b) or can be trained to perform equally well 
(see Jensen & Rohwer, 1963a, b), the groups generally become pro
gressively more distinguishable as the tasks they are performing 
approach Level II. Level I and Level II abilities are genetically inde
pendent-that is, they are determined by different gene combina
tions-although they may become correlated (or functionally depen
dent) through such mechanisms as assortative mating and 
geographic isolation (Jensen, 1968, 1969a). Thus, for Jensen, these 
Level II abilities are most resistant to practice or coaching, although 
some psychologists (see Cronbach, 1969) disagree with him on this 
basic point. Environment is, for Jensen, a threshold variable only 
(1969b): Extreme deprivation can cause children not to realize their 
full genotypic potential, but enrichment cannot produce any phe
notypic surprises, as it were. 

Most of the arguments against Jensen's hereditarian position 
have involved variant philosophical contentions, criticisms of his 
studies' oversights, alternative genetic-environmental interaction 
theories, or different interpretations of the evidence (Bereiter, 1970). 
Jensen's Bias in Mental Testing was no doubt meant, in part, to 
answer many-but not all-of his critics, in part to reveal the mis
understandings about tests that abound in the popular press and that 
are assumed to be true even by otherwise knowledgeable profession
als. The sum impact of his book is clearly that he is a scholar well 
versed in psychometrics and determined to link mental measure
ments to the science of genetics. As in his previous works, Jensen 
continued to use selected studies to broaden the data base that sup
ports his basic contentions. 

But in one important respect, his book adds nothing new to the 
controversy. Like the ambiguities that exist in research linking ciga
rette smoking to lung cancer, Jensen's analyses of more of the same 
kinds of data are still not entirely satisfying. Matarazzo (1972) docu
mented the difficulty of the heredity-environment controversy in 
the psychological domain, to wit, that two equally competent schol
ars can review the same sets of data ~nd reach contrary conclusions. 
It appears that considerable ambigui,y continues to plague this issue, 
and that Jensen's Bias in Mental Test(ng is not a definitive treatise but 
merely an alternative interpretationl of the "facts." This book, Per
spectives on Bias in Mental Testing, may at last bring all of the issues 
together simultaneously, so that the reader may determine indepen
dently how Professor Jensen deals with the evidence presented and 
which issues remain unaddressed oIl ambiguous. 
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What is needed is empirical research that (1) addresses the issue 
with fewer assumptions about g; (2) recasts the nature-nurture prob
lem into more directly testable hypotheses; (3) incorporates the socio
economic, cultural, and linguistic variables of potential interest in the 
research design (Carter, 1970); and (4) has practical (Boyer & Walsh, 
1968) and theoretical implications for improving the science of psy
chological measurement. Such research might permit a new assess
ment of the basic hereditarian conclusions about the antecedents of 
intelligence and might influence research generally on majority
minority group differences in test performance. 

ASSUMPTIONS AND HYPOTHESES 

Over the years, this writer has personally tested and observed 
children from different ethnic and racial groups taking group and 
individually administered standardized tests of various kinds, and he 
has noted the anxiety and the apparent lack of motivation and atten
tion that many of them evidence in engaging in the tasks posed by 
the instruments. Rapport building and maintenance and the need for 
constant encouragement are problems that would seem subjectively 
to be more frequently encountered in testing minorities than in test
ing majority subjects, and these occur among all age groups, not just 
among those who have endured previous testing frustrations. Even 
tests of vocational interest or preference are often adversely affected, 
so that the internal validity checks of such instruments indicate the 
questionable utility of the results. 

Thus, this writer feels that many tests are biased in a more basic 
or quintessential sense than has heretofore been investigated. It is a 
question not just of items, subtests, or directions-issues that Jensen 
has discharged effectively-but of the entire testing ambience (Ber
nal, 1975), the total experience, which probably is qualitatively dif
ferent from the sum of its parts. Most lower socioeconomic minority 
children very likely have some intuition about tests, that somehow 
they are being "put on the spot" to perform as whites do (Katz, Epps, 
& Axelson, 1964) on tasks that are of no relevance to them, that what 
they answer will reveal something about themselves, that they have 
little control over what is happening or what will be asked of them 
next, and that they are slowly being pressed to perform increasingly 
difficult tasks by an authority figure whose behavior has suddenly 
turned cold or whose motives are not exactly known or who uses 
ambiguous phrases intended to keep them trying even in the face of 
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obvious failure on the previous few tasks. These perceptions are in 
many instances discontinuous with their expectations (Burger, 1972; 
Cole & Brunner, 1971). In contrast, most majority children under
stand testing in a way that is not disabling, that seems, in fact,· to 
enhance or facilitate their performance. These differences in percep
tions may be sufficiently large and important to bring about the 
noted discrepancies in scores on which the hereditarian interpreta
tion of the phenomenon is based. 

There have been numerous studies over the years on attempts 
to facilitate the tested performance of minority groups. Test practice, 
test coaching, variations in the sex and ethnicity of the examiner, 
variations in the dialect or level ofthe language of the items (i.e., stan
dard-nonstandard, formal-informal) or directions, timed and 
untimed testings-all these have been used singly or in certain (but 
not alll combinations (Bernal, 1977). The results, which Jensen has 
reviewed (and summarized) in his most recent book (1980l, are 
mixed, and not infrequently, they interact with race/ethnicity and 
social class. 

Yet, none ofthese studies has fully addressed the ambience issue 
in testing that is posed here. First, rarely have three or more of the 
factors presumed to facilitate minority-group test performance been 
taken into account in the same study. Second, many studies have 
been conducted with minority students of high school age or older, 
groups that, on the one hand, had survived the modal dropout age 
in the educational system, and that, on the other hand, probably 
included significant proportions of persons whose prior frustrations 
with tests would make the facilitating interventions less efficacious 
than they might have been. Third, socioeconomic status (SES) has not 
always been accounted for in the research designs. This third point 
presents an important and difficult issue, for without such control, 
the main effects of treatment on race or ethnicity could be swamped 
by the influence of SES background on test performance; yet, the 
inclusion of SES, if improperly handled, could partial out what her
editarians would claim to be a true source of variance brought about 
by assortative mating on g, the consequences of which might influ
ence social stratification in the long run and, as a further conse
quence, the average levels of ability in the resultant social classes (see 
Jensen, 1973). 

If this deeper or more pervasive form of test bias exists, 
anchored, as it were, in the total testing ambience with which mem
bers of diverse cultural backgrounds are differentially prepared to 
cope, then certain inferences may be drawn and converted into test-
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able hypotheses. First, the test bias results from the exercise of the 
test maker's culturally influenced judgments about what constitutes 
an adequate measure of a construct and what are the appropriate 
circumstances for educing the test performance that reflects that 
construct. Second, the resultant test will have considerable overlap 
with the culturally learned examination "expectations" of the vast 
majority of persons who share the test maker's culture and will thus 
be appropriate for them. Other cultural/racial groups, even those 
that superficially seem quite similar or distinct from the test maker's 
group, will be prepared to engage in the examination only to the 
extent that they share these deeper expectations-cognitive and 
motivational elements-with the test maker. Thus, blacks may not 
have much overlap with whites in this realm of behavior, although 
they speak English (see Hall & Turner, 1974) and share native-born 
citizenship status with whites, whereas foreign-born Orientals who 
have learned English as a second language may actually have quite 
a bit in common with whites insofar as test-taking behaviors are con
cerned and may thus perform roughly on a par with them and out
perform blacks. 

Third, these expectations are learned behaviors and thus should 
be amenable to teaching. How much can be learned, however, 
would be in part a function of how much one still needs to learn. 
Whites should, on the average, learn little, so that, with teaching, 
their scores should improve only a small amount or not at all. Blacks 
and Hispanics, on the other hand, should improve quite a bit, 
thereby diminishing the differences that exist between them and 
whites and perhaps reducing a source of error variance (see Ginther, 
1978; Jensen, 1980) in their scores. Level I abilities are measured by 
tests that pose tasks that are not unfamiliar to many different ethnic 
groups, and thus their performance levels are similar. Level II tasks, 
however, are more likely to be culturally loaded, and even culturally 
reduced tests of Level II abilities probably involve the establishment 
of a testing ambience that is more-or-Iess inappropriate for certain 
ethnic or racial groups. 

Accordingly, a number of hypotheses are presented. The first 
hypothesis is that an appropriate and efficacious treatment designed 
to facilitate the test performance of minority students on Level II 
tasks can be devised. The result should be higher average scores for 
these groups on such tests. 

Another hypothesis is that the average test performance on 
whites on Level II tasks cannot be significantly altered by current 
facilitation strategies. Jensen (1980) has found that test practice, 
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although effective for naive subjects, is of little value much beyond 
the early elementary grades in school, as most schools provide suf
ficient practice on standardized tests in the normal course of events 
to ensure that their students will develop test sophistication. 

Jensen (1980) also reviewed the studies on coaching and con
cluded that the results of such interventions are, on the whole, not 
worth the effort or the cost, as most of the same gains can be effected 
through test practice alone. 

If the test performance of whites were affected positively, their 
higher scores would damage the assumption of a close match 
between the demand characteristics of the test and the expectations 
of white examinees, on which this study is predicated. A decrement 
in white test performance, on the other hand, although unlikely (see 
Jensen, 1980), would indicate that the facilitation strategy is inappro
priate for whites. If minority students' scores were increased and 
majority students' scores decreased significantly by this intervention, 
then the possibility of a fundamental psychometric incompatibility 
between majority and minority students would have to be 
investigated. 

Finally, if this investigator's contention that racial and ethnic dif
ferences in Level II test scores are due to an artifact created by the 
testing ambience is true, then an appropriate facilitating intervention 
should virtually eliminate these differences: The minority and major
ity groups would no longer be significantly different. Such a finding 
would, furthermore, obviate the need for genetic explanations of 
traits that are clearly amenable to environmental intervention. 

METHOD 

This experiment compared the effects of two testing condi
tions-a standard test administration and a complex facilitation strat
egy-on the tested Level II performance of white (W), black (8), 

Mexican-American monolingual English-speaking (Ml), and Mexi
can-American bilingual (M2) eighth-grade students, who were fur
ther classified by SES. The M2 subjects in the facilitation condition, 
furthermore, were treated bilingually, and the B subjects were 
treated bidialectically. 

The Mexican-American subjects were divided into Ml and M2 
groups on the basis of demographic information in order to account 
for possible differential effects of English language skills (or other 
environmentally or genetically related factors) and bilingualism on 
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tested performance. The influence of bilingualism in cognitive func
tioning is well documented, though at times contradictory, especially 
as it relates to IQ (e.g., see Kittell, 1959; Peal & Lambert, 1962). Cum
mins (1979), in reviewing this literature, has postulated that a certain 
type of bilingualism, additive bilingualism, produces high cognitive 
effects. No Spanish monolinguals were included in this experiment 
because the Level II tests selected were in English and could thus 
confound (Jensen, 1980) the results. 

SUBJECI'S AND GROUPS 

The subjects were all eighth-grade students from three public 
and six private schools in south-central Texas. At each school, the 
subjects initially completed a brief demographic questionnaire. Each 
subject was then assigned to either the standard or the facilitating 
testing condition. Because of the time constraints imposed by several 
of the schools, optimal randomization procedures could not be used 
on site; instead, subjects' demographic questionnaires were col
lected, grouped by race/ethnicity and language, and alternately 
sorted into two stacks, one for each condition, and marked appro
priately. The testing commenced almost immediately thereafter. 
Later, the questionnaires and the tests were matched by name and 
stapled together. The demographic information then permitted each 
student to be further categorized by sex and SES. The few Spanish 
monolinguals (usually recent immigrants from Mexico) who were 
identified through the cooperation of teachers and counselors were 
excluded from participation, but the M2 group did include some stu
dents with limited English proficiency. Unfortunately, time again 
dictated that the English proficiency levels of M2 students not be 
directly assessed. SES was determined by the occupational status of 
the head of household. Three classifications were used: lower class 
(LC), lower middle class (Mel, and upper middle, or upper, class (Vel. 

Altogether, 308 students were tested, but not all were used in the 
analyses. The factorial design contemplated would assign students 
by treatment, ethnicity, and SES, yielding a 2 X 4 X 3 matrix. Because 
of the possible confounding effect of subjects' sex on the results and 
because sex was not a pivotal issue in this research, it was decided to 
control this variable by including males and females in each cell in 
the matrix in constant ratio. An examination of the demographic tab
ulations indicated that the M1-LC group was, not surprisingly, the 
least numerous, and that of the two treatment groups the smallest 
number was 8, 4 males and 4 females. Accordingly, the students for 
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every other category were numbered and selected through the use 
of a table of random numbers to yield a sample of 192 subjects, 4 
males and 4 females per cell, 96 subjects in each treatment group. 

INSTRUMENTS 

The subjects in this experiment were administered adaptations 
of the Letter Sets Test (LST) (French, Ekstrom, & Price, 1963) and the 
Number Series Test (NST), instruments that involve higher order cog
nitive operations in the correct solution of their items. The order of 
the items in each of these tests appears to be based, at least roughly, 
on item difficulty. Modifications were made by taking out every third 
item, thereby reducing the total number of items in each test to 20. 
The remaining 10 items constituted the practice sets for the LST and 
the NST under the facilitation treatment. The time limit for each test 
was proportionately reduced, so that the modified LST was admin
istered in 10 minutes (two parts, each 5 minutes) and the NST in 9 
minutes. 

The LST has two practice items that are given as part of the stan
dard directions, which illustrate the nature of the test: 

1. NOPQ 
2. NLIK 

DEFL 
PLIK 

ABeD 
QLIK 

HIJK 
THIK 

UVWX 
VLIK 

The subjects are asked to find the rule that makes four of the five sets 
of letters alike and to }( out the set that is different. This is a multiple
choice test. In Item I, the second set should be marked; in Item 2, the 
fourth set. 

The NST presents a series of numbers that follow each other 
according to some rule. Two examples from the standard directions 
follow: 

A.15 
B.24 

18 
48 

21 
12 

24 
24 

27 
6 

30 
12 3 

Item A illustrates the rule of "+3"; item B's rule is "X 2, +- 4." Stu
dents are cautioned to be parsimonious, that is, not to repeat a rule 
or any part of it in writing the rule in the blank, for such repetition 
causes the item to be scored as incorrect. The items used here to illus
trate the LST and the NST are relatively simple compared with most 
of the items on the actual tests. 

Although the placement of tests on the culture-loaded-culture
reduced continuum is a fallible, subjective judgment (Jensen, 1974, 
1980), the NST would probably favor the culturally loaded side 
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because it depends heavily on mathematics achievement through 
multiplication and division. The LST, on the other hand, would prob
ably fall on the culture-reduced side for students who know the 
alphabets of the languages of many Western nations. The LST would 
probably not show much cultural loading among eighth-grade stu
dents in the United States, for example. 

EXAMINERS 

Several female and male examiners of black, white, and Mexi
can-American background were employed as examiners on this 
experiment. All were seniors in a teacher education program at a 
local university, and they were selected because of their enthusiasm 
and seeming ability to relate well to students. The black examiners 
were bidialectal, and the Mexican-Americans could speak the non
standard dialect of the barrio. They were taught to administer the 
LST and the NST rigorously, and they practiced the facilitation strat
egies to be employed in the experimental (i.e., facilitative) group set
ting among themselves under the supervision of the author, who 
later supervised their work in the schools to ensure that the desired 
test conditions were fulfilled. 

These examiners, however, were incompletely briefed on the 
purpose of the experiment. Because both instruments were in typed 
form, copied and stapled, and because both were unfamiliar to the 
examiners, the examiners were told only that the efficacy of the stan
dard instructions was being compared with maximally facilitating 
practice and coaching so that recommendations could be made about 
testing conditions for these groups. 

TREATMENTS 

The control condition consisted of a standard administration of 
the adapted NST and LST in groups that ranged in size from 10 to 30 
students. The subjects were simply read the instructions aloud while 
they read them silently, and immediately thereafter, the subjects 
took the test. The order of NST and LST was varied at each school 
site. A white examiner administered the tests to the control subjects. 

Under the experimental condition, the subjects were matched by 
ethnicity or race and organized into small groups (not less than two 
nor more than five) to work with an examiner of the same back
ground. Rapport was established by the examiners through informal 
exchanges or by answering the students' questions about who they 



180 ERNEST M. BERNAL 

were, what they planned to do in life, and the like. The subjects were 
then introduced to the testing by practicing on one of the 10-item sets 
abstracted from the original NST or LST instruments, and after com
pleting their work, they scored their own answer sheets. The sub
jects were asked individually which answer they had marked and 
were given feedback as to their accuracy. The subjects who 
answered an item correctly were asked to explain the problem, and 
if no one was correct or if all had omitted a particular item, the exam
iner provided the correct answer and explained it, often with the use 
of a chalkboard. After this exercise, which never lasted more than 20 
minutes for either test, the students were told that they would be 
timed on the "real" test ~nd were encouraged to work quickly and 
accurately; then, the corresponding test was administered in stan
dard fashion, including the reading of the directions. The testing of 
students with two different tests effected a quasi-replication. The 
order of NST and LST administration, as in the standard condition, 
was changed at each site. 

The Ml and W subjects were treated exclusively in English. The 
Band M2 subjects in the experimental group were facilitated in lin
guistically appropriate ways (after Matluck & Mace, 1973l. The black 
examiners frequently used black dialect, and the Mexican-American 
examiners often used code switching to communicate with the M2 
subjects. This author's subjective impressions gathered while observ
ing these sessions are that they were lively and on task. 

The facilitation condition combined several facilitation strategies 
designed to educe task-related, problem-solving mental sets that can
not be assumed to occur spontaneously in all subjects (see Rapier, 
1967) and that seem to assist in concept attainment (Prehm, 1966; 
Rohwer, 1968; Zimmerman & Rosenthal, 1972). Some of the known 
score-enhancing techniques were omitted (see Jensen, 1980, for a 
detailed discussion), but this was by design. These techniques for 
developing test sophistication are-to this author's mind, at least
best taught only after the issues of test ambience have been 
addressed, particularly after students feel confident that they have 
"caught on" to the demands of the test and can at least "make a 
showing" on their own merits. 

RESULTS 

The control testing-condition was designed to provide a contrast 
to the experimental, or facilitating, condition and to show if the gen-
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erally predictable results of differential performance by racial and 
ethnic and SES groups would be obtained on the NST and the LST 
under standard testing conditions. Tables 1 and 2 present the results 
and the analyses of the NST and LST standard administrations, 
respectively. 

The effects of racejethnicity and SES were significant on both 
tests. For the NST, the significance ofracejethnicity was less than .01; 
of the SES, less than .05. For the LST, the p for both variables was .05 
or less. The W subjects outperformed the minority subjects in both 
instances. The order ofthe results for the NST was W, Ml, B, M2; for 
the LST, the order was W, B, Ml, M2. No significant interactions 
between racejethnicity and SES occurred; hence, the differences 
seem to have obtained at all SES levels. 

The performance of these groups under facilitation is presented 
in Tables 3 and 4. The effects of racejethnicity on both tests did not 
reach statistical significance. For the NST, the p ofracejethnicity was 
.24; for the LST, .48. There were no interaction effects. 

The SES effects on the NST approached significance (p = .07) but 
were clearly nonsignificant for the LST (p = .59). The comparatively 
higher performance scores ofthe LC-M2, MC-W, LC-W, and LC-B sub-

TABLE 1 
Analysis of Variance of Number Series Test: Standard Administration 

(Controll Group IN = 96, or 8 per Celll 

Ml M2 W B SES averages 

UC X 5.25 3.12 6.25 4.2 5.36 
SD (3.81) (0.64) (4.03) (2.75) 

MC X 4.62 3.88 5.38 3.88 4.86 
SD (2.00) (3.04) (3.46) (2.95) 

LC X 2.75 2.25 5.38 1.75 3.55 
SD (2.60) (1.28) (2.77) (1.16) 

Ethnic averages X 4.21 3.08 5.67 3.25 Grand mean 4.05 
SD (2.98) (1.98) (3.33) (2.56) (2.90) 

Source SS DF MS F P 

Main effects 152.135 5 30.427 4.053 .002 
Race/ethnic 101.115 3 33.705 4.490 .006 
SES 51.021 2 25.510 3.398 .04 

Interactions 17.979 6 2.997 .399 .88 
Explained 170.115 11 15.465 2.060 .03 
Residual 630.625 84 7.507 
Total 800.740 95 8.429 
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TABLE 2 
Analysis of Variance of Letter Sets Test: Standard Administration (Controll 

Group (N = 96, or 8 per Cem 

Ml M2 W B SES averagE}s 

UC X 10.75 8.88 11.38 10.12 10.28 
SD (2.60) (3.56) (3.02) (4.32) (3.40) 

MC X 10.75 10.00 11.38 10.62 10.69 
SD (3.28) (4.04) (1.51) (3.74) (3.17) 

LC X 6.12 8.62 12.25 7.50 8.62 
SD (3.76 (4.69) (3.15) (3.34) (4.27) 

Ethnic averages X 9.21 9.17 11.67 9.42 Grand mean 9.86 
SD (3.82) (3.99) (2.58) (3.9i) (3.72) 

Source SS DF MS F P 

Main effects 181.177 5 36.235 2.942 .02 
Race/ethnic 104.781 3 34.927 2.835 .04 
SES 76.396 2 38.198 3.101 .05 

Interactions 95.437 6 15.906 1.291 .27 
Explained 276.615 11 25.147 2.042 .03 
Residual 1034.625 84 12.317 
Total 1311.240 95 13.803 

TABLE 3 
Analysis of Variance of Number Series Test: Facilitation Administration 

(Experimentall Group (N = 96, or 8 per Cem 

Ml M2 W B SES averages 

UC X 7.50 5.38 5.12 6.12 6.03 
SD (3.51) (1.51) (3.36) (2.53) (2.86) 

MC X 6.62 4.75 6.12 3.62 5.28 
SD (5.58) (2.92) (3.91) (3.81) (4.14) 

LC X 4.75 4.88 3.38 3.25 4.06 
SD (3.45) (3.64) (2.72) (2.38) (3.04) 

Ethnic averages X 6.29 5.00 4.88 4.33 Grand mean 5.12 
SD (4.27) (2.72) (3.42) (3.13) (3.45) 

Source SS DF MS F P 

Main effects 112.771 5 22.554 1.934 .10 
Race/ethnic 49.583 3 16.528 1.417 .24 
SES 63.187 2 31.594 2.709 .07 

Interactions 40.229 6 6.705 .575 .75 
Explained 153.000 11 13.909 1.193 .30 
Residual 979.500 84 11.661 
Total 1132.500 95 11.921 
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TABLE 4 
Analysis of Variance of Letter Sets Test: Facilitation Administration 

(Experimental) Group (N = 96, or 8 per Celll 

Ml M2 W B SES averages 

UC X 13.38 11.25 10.38 13.50 12.12 
SD (5.29) (2.31) (3.96) (4.00) (4.07) 

MC X 11.62 10.62 14.38 9.38 11.50 
SD (4.37) (2.45) (3.16) (3.42) (3.75) 

LC X 11.00 11.12 12.38 10.25 11.19 
SD (2.83) (3.98) (2.50) (4.95) (3.60) 

Ethnic averages X 12.00 11.00 12.38 11.04 Grand mean 11.60 
SD (4.22) (2.89) (3.54) (4.38) (3.79) 

Source SS DF MS F P 

Main effects 48.958 5 9.792 .706 .62 
Race/ethnic 34.375 3 11.458 .826 .48 
SES 14.583 2 7.292 5.26 .59 

Interactions 151.000 6 25.167 1.815 .11 
Explained 199.958 11 18.178 :.311 .23 
Residual 1165.000 84 13.869 
Total 1364.958 95 14.368 

jects on the LST almost resulted in an interaction between race/eth
nicity and SES (p = .11). 

But before any conclusions can be reached, let us remember that 
these hypothesized results are predicted on a null effect on the W 
subjects. Accordingly, one-way ANDV As were conducted for the NST 
and the LST. For the NST, the W means were 5.67 under standard 
(control) and 4.88 under facilitation (experimental) conditions (p = 
.57l. For the LST, the means, respectively, were 11.67 and 12.38; the 
p in this instance was .56. 

Tables 5 and 6 present the three-way ANDV As for this study: 
treatment X race/ethnicity X SES. The NST and the LST showed 
strong treatment effects. No significant interactions were detected. 

The results can be summarized as follows. First, the minority 
groups scored significantly higher under the facilitation condition 
than under the standard condition on both tests. Second, the white 
subjects' performance was essentially unchanged from one condi
tion to the other. Third, under the facilitation condition, the racial! 
ethnic and SES group differences, reliably detected under standard 
testing conditions, were no longer in evidence. The hypotheses were 
all verified. 
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TABLES 
Analysis of Variance of Number Series Test: Treatment X 

Race/Ethnicity X SES (N = 192, or 8 per Celll 

Source 88 DF M8 F P 

Main effects 
Treatment (A) 55.255 1 55.255 5.765 .02 
Race/ethnic (H) 88.182 3 29.394 3.067 .03 
SES(C) 112.166 2 56.083 5.852 .004 

Interactions 
AXB 62.517 3 20.839 2.174 .09 
AXC 2.042 2 1.021 .106 .90 
BXC 26.334 6 4.389 .458 .84 
AXBXC 31.872 6 5.312 .554 .77 

Explained 378.373 23 16.451 
Residual 1610.112 168 9.584 
Total 1988.485 191 10.411 

TABLE 6 
Analysis of Variance of Letter Sets Test: Treatment X 

Race/Ethnicity X SES (N = 192, or 8 per Celll 

Source 88 DF M8 F P 

Main effects 
Treatment (A) 145.255 1 145.255 11.094 .001 
Race/ethnic (H) 112.824 3 37.616 2.873 .04 
SES(C) 66.218 2 33.109 2.529 .08 

Interactions 
AXB 26.307 3 8.769 .670 .57 
AXC 24.760 2 12.380 .946 .61 
BXC 145.824 6 24.304 1.856 .09 
AXBXC 100.614 6 16.769 1.121 .27 

Explained 621.802 23 27.036 
Residual 2199.624 168 13.093 
Total 2821.426 191 14.772 

DISCUSSION 

This experiment was designed to study the effects of the testing 
ambience on the Level II performance of white, black, and Mexican
American groups, with a view to examining the viability of an alter
native interpretation to the heredity-environment controversy. The 
findings in this study suggest that, to a much greater extent than the 
hereditarian position would indicate, tested performance differences 
between white and certain minority groups are an artifact of condi-
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tions that favor the repertoire of whites and that are clearly amena
ble to learning by minority groups. It would appear that the culture
loaded-culture-reduced continuum, as defined by Jensen, is of little 
value in the practical realm, as in either or both cases, the NST and 
LST instruments showed no significant differences among the racial 
and ethnic groups studied under conditions of facilitation. Were one 
or both tests culturally loaded, then circumstances would seem to be 
able to "unload" them considerably; if unloaded, then group differ
ences can be explained by their differential readiness to engage in the 
tasks. 

Possibly the most important limitations of this study lie in the 
fact that the groups were small in number and were not proportion
ately representative of SES categories. These limitations notwith
standing, the impact of the intervention on minority groups-even 
those at the lowest SES levels-cannot be overlooked. 

The SES effects of the intervention are also interesting but should 
come as no surprise. Haggard (1954) had earlier demonstrated posi
tive effects on lower- and middle-SES children on IQs after having 
coached them intensively for three days. Lower-SES children 
increased their IQ by 15-20 points. Haggard believed that these chil
dren, although they may have taken many tests, had not developed 
the requisite test-taking skills (contrary to Jensen's assumption), 
lacked motivation to engage the tasks, had a distant relationship with 
the examiner, and were generally fearful of the experience. 

For this study to have practicable test-design implications, it 
should be expanded and replicated with other types of tests and 
more ethnic and language minority groups; various strategies should 
be used singly and in combination to determine if an optimal mix can 
be found. The challenge to psychometricians is to empirically dis
cover and sedulously implement multiculturally appropriate testing 
conditions in tests that require maximal performance. 

The conclusion seems inescapable that the heredity-environ
ment controversy should be reexamined not on its extant merits but 
from the perspective that there could easily be a fundamental prob
lem with our instrumentation or with the conditions under which 
test data are acquired. Typically designed and established standard
ized-testing conditions may be directly contributing to the depression 
of minority groups' test scores (see Zirkel, 1972), a phenomenon that 
mayor may not be detectable through ordinary procedures for 
determining or calculating test reliability and validity, but that may 
be seen when the testing ambience is altered. 
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The findings reported in this chapter indicate that certain tests 
of higher order cognitive abilities are heavily biased against minori
ties, but in a more quintessential way than Jensen and other here
ditarians have considered. Moreover, the score differences among 
the groups in these cognitive skills-scores like those on which 
genetic heritability theories have been founded-have been shown 
to be amenab4l to procedures such as pretraining. Before continuing 
to expend our energies debating a problem that as yet seems to have 
no solution, we should first satisfy ourselves that the problem exists, 
that it is not an artifact created by the limitations of our measurement 
instruments. 
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CHAPTER SIX 

College Entrance Examinations 
Objective Selection or Gatekeeping for the 

Economically Privileged 
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Although arguments concerning the usefulness of tests in education 
are not new (Cronbach, 1975), the last few years have seen two 
changes that should be noted. First, there has been a significant esca
lation in the intensity of the criticism directed at tests, so that a large 
proportion of those concerned with education-teachers, legislators, 
administrators, parents, and students-are disturbed, if not bewil
dered, by the vehemence and persistence of the attacks on tests. Sec
ond, the testing controversy has been increasingly centered on the 
public journalistic domains of newspapers, television, and popular 
magazines, rather than within the traditional scientific framework 
of educational research and professional literature. This has led inev
itably to a reduction in the quality and the intellectual depth of the 
debates, as the most extreme critics are largely unfamiliar not only 
with the empirical research on testing but with the methodology of 
social science generally. Furthermore, the public has little under
standing of and less patience for technical and scientific argument 
and is easily misled by superficial stereotypes, at least in the short 
run. 
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What is important in the controversy about testing-especially 
admissions testing-is the insight it provides into the ways in which 
testing has become invested with the social tensions arising from 
deep value conflicts within our society. Over the past 50 years, 
increasing use has been made of tests in education because they have 
been seen by policymakers as useful instruments for attaining social 
and educational objectives. Public and institutional policies that 
incorporate the use of examinations have developed because these 
policies are the means by which certain admirable ideals could be 
realized. At the heart of these ideals stands the belief that individual 
merit-not wealth, social class, influence, gender, or social back
ground-should be the touchstone of enlightened educational and 
social policy. Although this commitment to the fair and objective 
appraisal of individual merit has deep roots in the religions and the 
political and economic beliefs of our society, attacks on testing arise 
partly from more recent uncertainties about the social consequences 
of a meritocratic philosophy and partly out of the ubiquitous ten
dency to find easy solutions to complicated problems. 

In recent years, many thoughtful persons have also been disil
lusioned and angered by the contrasts between the ideal and the 
actuality of schooling, between the expressed goals of education and 
the seeming intransigence of the disparities between our intentions 
and our outcomes. Testing, as the most visible expression of the com
mitment to individual merit, is also the vehicle by which our failures 
to educate are most starkly revealed, and this revelation makes us 
very uncomfortable. 

It is therefore understandable that hostility towards testing 
would become, perhaps irrationally, one important means of dealing 
with this larger conflict of values, indeed, with the guilt and frustra
tion that have arisen over the failures of education. A campaign to 
abolish testing in education thereby becomes an escape from perse
vering in the effort to understand the reasons that the fruits of our 
educational policies have fallen so short of our social expectations. 

Writing some years ago, Gallagher (1975) described the low estate 
of educational research in government circles in terms that may be 
paraphrased to apply to the situation in testing today: 

While decision makers still have a basically favorable attitude towards 
educational testing in general, that is now tempered by some new anger 
and disillusionment. The entire profession of measurement is held 
accountable for the manifest inability of education to do better with the 
economically poor and culturally different child .... Testing displays the 
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major requisites of a good scapegoat: it is visible, there are reasons to be 
mad at it, and it cannot effectively strike back. (p. 13) 
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Neither debate nor polemic nor even litigation in the courts can 
resolve issues that are fundamentally problems of inadequate 
human knowledge. However, with respect to the usefulness of tests 
in college admissions, there exists a very substantial body of research 
findings that are useful in evaluating the strengths and limitations of 
tests, and that can also serve as a foundation for finding solutions to 
some of our vexing problems. The purpose of this chapter is not to 
review the criticisms of testing in general, nor even to examine the 
attacks on college admissions testing in particular. However, in 
examining such questions as the validity and the fairness of college 
admissions tests, it is inevitable and desirable that some of the facets 
of the attacks on admissions tests should be addressed. 

Inevitably, the authors have drawn primarily on the substantial 
body of research studies on the Scholastic Aptitude Test (SAT) of the 
College Board. With more space and time, a detailed presentation of 
research could be provided on the American College Test (ACT) 
assessment program, and on admissions tests for graduate schools, 
law schools, business schools, and medical schools. On the whole, 
the research findings concerning various college admissions tests are 
very, very similar, and for that reason, our examination of research 
on the SAT is largely generalizable. For a useful and more detailed 
presentation of the relevant research and typical practices in admis
sions at both the undergraduate and the graduate levels, the reader 
is referred to the report of the Carnegie Council entitled Selective 
Admissions in Higher Education (1977), and especially to the section 
ofthat report on "The Status of Selective Admissions" by Willingham 
and Breland in association with Ferrin and Fruen. 

HOW IMPORT ANT ARE TESTS IN ADMISSIONS? 

From one standpoint, at least, there is little support for the argu
ment that test scores playa crucial role in the admission of students 
to college. It is known, for example, that only about 1 college in 10 
accepts less than half the students who apply, and about one-third 
of U.S. colleges and universities accept more than 90% of their appli
cants (Hartnett & Feldmesser, 1980). The typical secondary-school 
student applying to college makes application to only a single college, 
and the vast majority are accepted by the college to which they have 
applied. 
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For example, in a 1972 survey (Hilton & Rhett, 1973), 87.5% of the 
students who had applied to one or more colleges had been admitted 
to some college by the end of their senior year of high school. Even 
more telling is the result of a 1978 survey by the American Council 
on Education (ACE), which indicated that 75% of all freshmen were 
attending their first-choice college, and nearly 95% were attending 
the college that was either their first or second choice (Astin, King, & ' 
Richardson, 1978, p. 18). 

Furthermore, in a 1979 study of admissions officers conducted by 
the College Board and the American Association of Collegiate Regis
trars and Admissions Officers, the report was that less than 2% of 
admissions officers regard scores on college admissions tests as the 
most important determiners of who is accepted at their own insti
tution (College Entrance Examination Board, 1980). These facts are at 
considerable variance with the imagery conjured up by the term 
gatekeepers; rather, they suggest that test scores may be less crucial 
than is commonly supposed. There are many doors to a higher edu
cation; they are mostly open (as a consequence, especially, of demo
graphic changes); and where tests do play an explicit role in admis
sions decisions, this role is far less salient than is widely believed to 
be the case. 

However, these arguments are relevant but rightfully uncon
vincing in evaluating the usefulness of college admissions tests. First, 
the point that most colleges are unselective fails to take account of 
the fact that there is a small number of very prestigious institutions 
that are selective, and they enjoy reputations for conferring on their 
graduates not only the stamp of a high-quality education but an addi
tional incremental advantage in the marketplace of jobs because of 
the lustre attached to their degree. Hence, on practical as well as ide
ological grounds, access to this relatively small number of prestigious 
colleges is a matter of general concern, albeit somewhat exaggerated 
in the public's eye. Certainly, to the extent that tests playa salient role 
in these highly selective institutions, it is important to examine care
fully the validity and the fairness of the tests. 

Second, the process of self-selection, whereby students them
selves choose the colleges to which they apply, exerts a far more pro
found influence on the distribution of students from the nation's sec
ondary schools to its colleges than does the process of explicit 
selection by a particular college of those whom it will admit from 
among its applicants. To a degree, students tend to sort themselves 
across colleges in a manner that reflects-at least partially-their 
own perceived ability in relation to the perceived demands of the 
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college program. Our knowledge of this process is quite primitive. 
To some extent, students' self-perceptions are related to the kinds of 
abilities assessed by college admissions tests, but the vast majority of 
students form impressions of themselves and of colleges, which 
together shape their intentions long before they take college admis
sions tests as juniors or seniors in high school. Indeed, one of the ben
efits of admissions tests, many feel, has been the discovery of "hid
den" talent-of students whose aspirations and self-concepts have 
been limited by parents or teachers who have failed to recognize the 
level of a student's abilities until the tests provided new evidence. 

Third, what is generally true for the majority of students may 
not necessarily be true for those racial and ethnic groups that have 
historically been denied equal opportunity in our society. There is 
considerable evidence to suggest that, on an individual basis, admis
sions tests have been crucially helpful in searching out talented 
minority persons who, but for the tests, would have been barred 
from or neglected by higher education. But critics of testing often 
point to the disparities in average performance between majority 
and minority groups as presumptive evidence of a test bias that pro
duces unequal opportunities for education and thereby undermines 
upward social mobility. This is the problem of individual versus 
group equity that lies at the root of so much recent social strife, that 
triggered the Bakke debate, and that enormously complicates the 
pursuit of fairness in admissions (Manning, 1977). 

The justification of the use of college admissions tests necessarily 
depends on a far wider range of data than research evidence alone. 
One must evaluate the effects of the tests on individual students, on 
schools, and on colleges. The productivity of our society, for exam
ple, depends not only on the capacity of education to recruit, train, 
and deploy those whose task is the creation of knowledge, but also 
on those who will apply, disseminate, and operate the products of 
new knowledge for the benefit of society. In assisting institutions in 
meeting the demands of society for educated people, admissions tests 
are asked to support institutional productivity by communicating 
standards of preparation from colleges to schools that are engaged in 
preparing students for successful transition and entry, by providing 
a means of monitoring the outcomes of education at each level 
against some expected standard of quality, and by reducing barriers 
to equality of opportunity. Correspondingly, tests, aside from provid
ing estimates of future performance, are expected to motivate stu
dents to strive for rewards, to certify types and levels of competency, 
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and to provide alternative, second-chance mechanisms for those 
whose careers have been derailed by adverse circumstances. 

Whether admissions testing programs, as now constituted, are 
sufficiently broad and flexible to sustain the substantial burden 
placed on them by these various institutional and individual func
tions is an important concern, which can be addressed only in a lim
ited way within the scope of this chapter. Our principal concern is 
with a prior question: whether present tests are valid predictors of 
an appropriate criterion of success in college, and whether the 
degree of relationship between admissions test scores and criterion 
measures is generalizable across various social class and racial 
groups. However, in addressing whether college admissions tests are 
invalid and racially biased, it is well to remember that even if the 
evidence is overwhelmingly in support of tests, there remain num
bers of other important and complex issues concerning the benefits 
or disadvantages of admissions testing. These questions also need to 
be seriously studied and debated. 

WHY ARE TESTS NEEDED? 

In contrast to the situation in many countries, the philosophy 
underlying much of education in the United States today places great 
stress on providing students with a broad base of general education 
and on delay of academic or professional specialization until a rela
tively late age. Students throughout high school and college are 
encouraged to acquire a broad acquaintance with the liberal arts and 
the sciences. Considerable emphasis is placed on exploration, flexi
bility, and choice. There is no national syllabus. Both the curriculum 
and the standards of secondary schools are under substantial local 
control. Similarly, institutions of higher education offer a wide array 
of educational options. 

This situation creates a need for common examinations taken by 
students at the point of transition to college, and at the same time, it 
delimits the form that these examinations may appropriately take. 
Fairness to students from schools with varying academic standards 
requires that certain common measures (such as admissions test 
scores) be evaluated along with the students' school records in reach
ing admissions decisions. However, this same diversity among sec
ondary schools and the fact that there is no closely prescribed course 
of preparation for college studies argue against the use of highly spe-
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cific subject-matter achievement tests as a principal component of 
admissions. 

Accordingly, the most widely used college admissions tests-the 
College Board's Scholastic Aptitude Test and the American College 
Tests-place heavy emphasis on developed abilities, on highly gen
eral educational outcomes, and on skills that are relevant to success 
in a wide variety of postsecondary programs. The SAT, for example, 
is made up principally of problems that test reading comprehension, 
verbal reasoning and vocabulary, and quantitative reasoning. It is 
accompanied by a test of English usage. Many colleges ask applicants 
to take the College Board Achievement Tests as well as the SAT, and 
these achievement tests are designed, insofar as possible, to test an 
understanding of certain core concepts and bodies of knowledge 
common to high school courses in particular disciplines. But the SAT 
is much more widely used by colleges to obtain common assess
ments of students' levels of development in certain abilities (such as 
reading comprehension) that are fundamental to further academic 
work. 

ARE ADMISSIONS TESTS VALID? 

As noted, admissions tests are designed to provide a common 
basis for evaluation, supplementary to students' prior academic rec
ords. Their appropriateness and utility for this purpose may be evi
denced in several ways. At the foundation is an informed judgment 
by the designers and developers of the tests that the tasks sampled 
by the tests require skills that are important to competent academic 
performance-that the tests are, in fact, academic work samples and 
hence possess content relevance, an important constituent of test 
validity. This judgment is guided by experience with particular types 
of questions or problems in other settings and by research showing 
a relationship between performance on these tasks and academic 
success. In addition, this judgment is subject to the review of inde
pendent educators, particularly those in the institutions that use the 
tests. The practice of publishing sample test forms with answer keys 
for each of the major admissions testing programs further encour
ages the widest possible scrutiny of test content. There is consider
able agreement among those using the tests that the abilities assessed 
by the reading, verbal reasoning, and mathematical problems con
tained in college admissions tests are relevant to successful academic 
work in their institutions. The prevailing view of the SAT, for exam-
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pIe, is the one expressed by William Ambler, Dean of Admissions at 
Haverford College (as quoted by Sewell, Carey, Simons, & Lord, 1980): 
"The test reflects the words and symbols that students must deal 
with in courses every day" (p. 971. 

In another context, the president of Harvard University mok, 
1974) discussed the purpose of undergraduate education, giving pri
mary place to the objective of acquiring information and knowledge: 

The most obvious function of a college education is to help students 
acquire information and knowledge by acquainting them with a body of 
fact, theories, generalizations, and ideas of every sort. This purpose 
scarcely requires justification. Information provides the raw material for 
discourse, inquiry, choice, reflection-indeed, for almost every form of 
intellectual activity. For some students, especially in the sciences, the 
knowledge gained in college provides a necessary foundation for gradu
ate study. For almost all students, a liberal arts education helps to create 
a web of knowledge that can illumine experience and enlighten judg
ment throughout life. (p. 162) 

Other important objectives delineated by Bok include the acqui
sition of skills and habits of thought, such things as the ability to 
write effectively; to read with comprehension; to analyze problems, 
identifying issues and selecting relevant information; to understand 
quantitative methods-the language of quantitative reasoning-and, 
indeed, even to understand an academic discipline well enough to 
gain a sense of what it means to master at least one subject in depth. 

The stuff of which admissions tests are constructed is in no way 
mysterious or arcane. Rather, the test items and materials are con
structed to assess the verbal and quantitative skills that students 
require in order to make effective progress in achieving the objec
tives of undergraduate education described by Bok. 

Judgments of content relevance, although central to the ratio
nale supporting the use of admissions tests, are subject to at least par
tial verification by research that examines the relationship of test . 
scores to other measures of educational preparation, development, 
or achievement. The major admissions testing programs offer ser
vices to colleges and graduate schools using the tests that are sup
portive of an institutional evaluation of the tests' validity in predict
ing academic outcomes. These studies constitute an enormous body 
of knowledge pertaining to the predictive validity of college admis
sions tests. It is doubtful that any other kind of test or even any other 
body of test validation research approaches the number of studies in 
which college admissions test scores are related to future academic 
performance. The studies have been repeated thousands of times, 
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and the results quite consistently support the conclusion that admis
sions tests are generally valid, in the sense that the higher the test 
scores the more successful, on the average, the students are in college 
or graduate study. Not surprisingly, it is also true that the prediction 
is imperfect, and that the usually employed criterion of grades is not 
all-encompassing. However, the data clearly support the assertion 
that admissions tests are valid predictors of important criteria of suc
cess in college. 

Typical results of prediction studies based on test scores and 
grades of enrolled students are shown in Table 1. The correlations 
reported are median values; for several reasons, these values are con
servative estimates. 

First, validity studies are conducted on restricted groups of 
admitted, enrolled, and persisting students. Selective institutions use 
test scores and other academic information to identify the students 
who are likely to do well. To a large extent, these institutions are 
successful, and the great majority of admitted students are capable of 
meeting the demands of these institutions' academic programs. 
Because validity studies in many colleges are necessarily performed 
on such relatively homogeneous student groups, the observed cor
relations of test scores and grades are lower than would be obtained 
in studies of student groups reflecting the full range of applicant 
abilities. 

Second, the criterion most often used in validity studies (grade 
point average, or GPA) is an imperfect measure of academic perfor
mance. Students take different courses and programs of study. Grad
ing standards vary from program to program and from instructor to 
instructor, and even the grade that a student receives from a partic-

TABLE 1 
Characteristic Validity Coefficients of Admissions Test Scores and Previous 

Grade Record (GPA) for Predicting Subsequent Grades 

Median validity coefficients 

Both 
Admissions No. of Test Previous predictors 

test Type of school studies scores GPA combined 

SAT Undergraduate 827 .41 .52 .58 
GRE Graduate arts and 

sciences 24-30 .33 .31 .45 
LSAT Law 116 .36 .25 .45 
GMAT Graduate management 67 .29 .21 .38 
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ular instructor in a particular course is generally a matter of judg
ment. Lack of precision and consistency in grades as a measure of 
academic outcomes similarly depresses the apparent validity of test 
scores and other variables used in prediction. 

Although formulas are available (and are sometimes used) to cor
rect for the attenuating affects of range restriction and criterion unre
liability on validity coefficients, we will not use them here, because 
such corrections are based on assumptions about the nature of the 
selection process and about the properties of grades that cannot be 
verified. Instead, we will use the unadjusted and conservative 
estimates. 

Despite problems in interpretation, what do the results of valid
ity studies tell us about the usefulness of tests for selection purposes? 
A number of authors have addressed the problem of interpreting 
validity coefficients in terms of utility or benefits-a body of work 
treated comprehensively by Cronbach and GIeser (1965). Each of 
these approaches, however, is based on the simplifying assumption 
that selection is based exclusively on test scores (or test scores com
bined with other quantitative measures), whereas the selection pro
cess in most institutions is, in fact, based on human judgment 
informed by a body of quantitatively expressed and other informa
tion collected for each applicant. Thus, the true role of test scores in 
the admissions process and the utility attributable to their use is not 
readily assessible in quantitative terms. 

Figure 1 displays the average grades that would be expected at a 
college typical of those conducting validity studies through the Col
lege Board's Validity Study Service in 1974.1 This illustration of aver
age grades conditional on test scores is consistent with the concep
tion of utility as an incremental gain in a measure of outcomes. 
Without attempting to reduce this gain to a single number, the figure 
illustrates that the use of the SAT as one component of admissions 
can be of significant help in assuring that the admitted students will 
be those who are likely to go on to obtain satisfactory grades. 

The usefulness of a test can also be evaluated in "percentage cor
rect" terms through the use of tables developed by Taylor and Rus
sell (1939). As an illustration of this method, consider a college with 
1,000 applicants, but only 900 places. It has to deny admission to 100 

lThis figure is a composite illustration of the regression of grades on test scores based 
on the distribution of test scores and grades for colleges conducting validity studies in 
1974 and on a correlation of .40, which is just below the characteristic validity of the 
SAT. 
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FIGURE 1. Average college grades for students with different SAT scores. Typical SAT 
score/college GPA correlation = 0.40. (Based on data from 159 validity studies in 1974.) 

students. If these students were chosen at random, about 50 of the 
students denied admission would have ranked in the top half of the 
class in terms of later grades. The Taylor-Russell tables indicate that 
the use of a test with a validity of .41 to select these students would 
reduce the number of incorrect decisions to 21. The use of test scores 
and previous grades with a combined validity of .58 would reduce 
the number to 11. In the former case, we have reduced our errors by 
58%; in the latter, by 78%. Other illustrations could be developed 
based on different selection ratios and different assumptions about 
the desired criterion levels. In general, illustrations based on realistic 
assumptions similarly show a meaningful improvement in selection 
decisions due to use of the test. 

Generally, test scores and prior grades are used together in mak
ing academic forecasts. One way to assess the contribution of several 
variables to prediction is to examine the weights that must be applied 
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to each variable to obtain optimum overall prediction. Consider a col
lege at which SAT scores alone have their typical validity of .41 and 
where high school grades alone have their typical validity of .52. In 
using these predictors together to obtain a typical overall predictive 
validity of .58, the test scores would be given 39% of the weight and 
the grades would be given 61 % of the weight. At the graduate and 
professional school level, the validity study results would lead one to 
place even more weight on tests than on grades in order to obtain 
optimum prediction. From this perspective also, the tests make a use
ful contribution to improving decisions. 

The weights given to different kinds of information in arriving 
at admissions decisions, however, should not be based solely on the 
results of validity studies. Prior grades reflect the pooled judgment of 
a number of instructors who have evaluated students' work on tests, 
term papers, class projects, recitations, and other aspects of academic 
work. Admissions tests reflect student performance on a carefully 
selected sample of intellectual tasks, scored in a highly consistent 
way across individuals. Students' prior academic records are prop
erly given great weight in admissions. Likewise, scores on the tests 
are properly weighted in these decisions. Although tests measure a 
narrower range of abilities than grades, they are also valid. Because 
test scores have a consistent meaning for all students, they help to 
redress the unfairness that would occur if the grades from a variety 
of sending schools with different grading standards were used alone. 
It is very largely this fairness, as well as a desire to select students 
who will perform well academically, that motivates institutions to 
use the tests. 

Deciding on admissions criteria is fundamentally a matter of 
judgment. These judgments take into account the relevance, depend
ability, comparability across individuals, comprehensiveness, and 
validity of the information considered for use. The weight to be given 
to various factors in admissions is not a matter that should be decided 
in simple, absolute terms, with a reliance entirely on the results of 
limited statistical studies. If the admissions decision were made in 
these terms, test scores would probably be given greater weight than 
is typically the case currently, for the studies show them to be nearly 
as valid as or, in many cases, more valid than grades. Fortunately, 
admissions officers and admissions committees generally use consid
erable judgment and discretion in weighing other kinds of evidence. 

Despite the substantial judgmental and research evidence sup
porting the use of tests in admissions, a number of critics of such tests 
have questioned whether studies of test validity provide evidence of 
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sufficient utility to warrant the continued use of the tests. In doing 
so, they have compared the typical obtained validities with "perfect 
prediction" and have concluded that the tests are not of much use
though, in fact, this standard would eliminate the use of any of the 
information currently used in college admissions. 

In reality, a "perfect prediction" of virtually any aspect of future 
human behavior is unattainable. Achievement in college-even if 
measured by more precise and consistent indicators than grades-is 
influenced by many factors, both academic and personal. No reason
able person expects to use information obtained six months or more 
before admissions to forecast with near certitude the academic per
formance of individuals after one or more years in college. In their 
admissions programs, colleges seek instead to make the best judg
ments possible by using the most relevant prior information. 

Judged in relation to the alternative predictors available to col
lege admissions officers, the scores on admissions tests stand up quite 
well. At the college level, the characteristic validity of the SAT (.41) is 
not a great deal lower than that of high school grades (,52). In fact, 
these values vary from college to college, and in more than one quar
ter of the colleges, the SAT is a better predictor than high school 
grades. At the graduate and professional levels, as noted, the tests 
most often have somewhat higher validities than the undergraduate 
GPA. On the whole, the tests are about as useful in predicting future 
academic performance as previous academic grades, the predictor 
that is most widely used and accepted. And as the illustrations given 
earlier indicate, the improvement in admissions decisions that can 
typically be obtained through the use of the tests is clearly of practi
cal consequence. 

We have resisted examining the utility of admissions tests from 
a more formal decision-theoretic perspective because of the practical 
impossibility of realistically modeling the admissions process at most 
institutions. However, an attempt to do so could be illuminating, pri
marily because it would force more explicit specification of the objec
tives that an instituti6n seeks in its admissions program. Very likely, 
such an effort would disclose that the dispute is not over the effec
tiveness of tests in predicting academic success, but that at the core 
of the controversy are differences of opinion concerning the proper 
weights for different values (e.g., for fostering academic excellence 
versus other desirable social objectives), values that are not of them
selves incompatible, but that cannot in general be optimized 
simultaneously. 
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ARE ADMISSIONS TESTS UNFAIR TO MINORITY STUDENTS? 

Data from a large number of studies comparing the performance 
of minority and white children on standardized admissions or other 
similar tests demonstrate differences that are not negligible. In gen
eral, these studies suggest that by the twelfth grade, although there 
is substantial overlap in the distribution, the average scores for black 
students are about one standard deviation below the average for 
white students. This finding may be contrasted with the report by 
Bayley (1965) on the mental and motor test scores of infants, in which 
she found no differences between blacks and whites at any period of 
development between birth and 15 months in mental ability, and a 
slight superiority for black children in motor development through
out the first year. The evidence that mental-test-score differences do 
exist by the start of schooling and that the relative disadvantage of 
black and other minority children accumulates over time as a con
sequence ofthe differential school, family, cultural, and environmen
tal milieu accompanying segregation and poverty seems compelling 
in view of what we know about the effects of social and environ
mental factors on intellectual growth. 

An alternative hypothesis is, of course, that tests of developed 
abilities and achievement are biased, or more reasonably, that pres
ent tests are so constituted that a very substantial portion of differ
ences between black and white students is associated with factors 
specific to the white middle-class culture, thus falsely displaying 
apparent differences between these two groups where no real dif
ferences exist. 

However, this hypothesis is not borne out by the extensive body 
of research that has accumulated on this problem. For over 40 years, 
the question of bias in various kinds of tests has been under investi
gation, beginning perhaps with the pioneer work of Klineberg (1928). 

Before turning to this research, however, it should be noted that 
the fact of a difference between two groups does not in and of itself 
establish that bias exists; it merely suggests that the hypothesis 
should be examined (Lorge, 1966). One may identify at least three 
approaches that have been followed in the attempt to remove cul
turally linked variance from a test: 

1. Compensation-a procedure in which items known to favor 
one group over another are balanced so that the means of the groups 
are equal. This procedure has most frequently been applied to sex 
differences in tests of general ability, but suggestions for the inclusion 
of ghetto-based vocabulary items in tests of verbal ability would also 
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fall in this category. This approach is quite limited in practice in that 
it has potential usefulness only when such balancing can be accom
plished with items of different kinds that are equally relevant to the 
criterion. 

2. Elimination-a procedure in which one successively elim
inates items or types of items for which differences between groups 
occur, thus moving toward a culture-free test. 

3. Substitution-a procedure that aims at the identification of 
new ways of measuring intellectual development that offer promise 
in assessing important psychological functions but without signifi
cant evidence of socioeconomic bias. 

Of these attacks on the problem, the third procedure, substitu
tion, seems relatively the most attractive in college admissions test
ing, although attempts thus far have not been promising. Even more 
discouraging are attempts to develop culture-free or culture-fair tests, 
which are interesting in principle but likely to be of no practical use, 
if, indeed, they were not doomed conceptually from the start. 

However, all of these procedures are basically irrelevant to the 
practical problem of devising tests that are useful in predicting the 
learning behavior of individuals within some already-specified edu
cational environment such as college or graduate study. A more 
direct examination of the question of cultural bias in admissions tests 
can be made by looking straightforwardly at studies comparing the 
prediction of college- or graduate-level performance for majority and 
minority groups. 

Tables 2a and 2b illustrate a finding common to almost all studies 
of differential prediction for minority and majority groups. Linn 
(1973, 1975, 1980) has written extensively on this topic and has 
reached the following conclusion: 

Although the common expectation is that a single predictive system, 
based on all students or only a majority students, would underpredict the 
actual grades of black or Mexican-American students, the result is uni
formly in the opposite direction. That is, on the average, law school 
grades of black students or Mexican-American studerits are overpredicted 
(predicted to be higher than they actually turn out to be) by the equation 
for white students, or by a common equation based on both groups of 
students. (Linn, 1975, p. 313, italics added) 

Other research is consistent with Linn's conclusions, including 
research by Breland (1979), Powers (1977), and Ruch (1972l. 

It is sometimes argued that predictive validity studies for minor
ity students have been misleading when first-year GPAs are used as 
the criterion. Some believe that the experience of competing in a 
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TABLE2a 
Predicted and Actual College Grades for Black Students· 

Study 
codel Predicted Actual Amount of 

comparison average gradeb average grade overprediction 

6-1 1.98 1.82 .16 
6-2 1.81 1.80 .01 
6-3 1.94 1.81 .13 

17-1 1.87 1.84 .03 
30-1 2.77 2.58 .19 
30-2 2.74 2.30 .44 
30-3 2.53 2.26 .27 
30-4 2.35 2.14 .21 
30-5 2.43 2.06 .37 
30-6 2.33 2.17 .16 
30-7 2.60 2.15 .45 
30-8 2.47 2.45 .02 
30-9 2.31 2.11 .20 

30-10 2.43 1.96 .47 
30-11 2.35 2.30 .05 
30-12 2.10 2.11 -.01 
30-13 4.29 4.05 .24 

"Adapted from Breland (1979l. 
bPredictions are based on combined verbal and quantitative test scores using 
the prediction equation for the nonminority sample. 

majority-dominated college culture is discouraging and disorienting 
to the minority student and that prediction studies using grades from 
the later college years would yield different results. Few such studies 
are available, probably because of the great difficulty and expense in 
following students over several years, the attrition in sample sizes as 
a consequence of transfer and dropout, and the fact that students dis
tribute themselves differentially across more specialized programs in 
later years. Often, this selective distribution leads to a paradoxical 
effect wherein the least able students take the least demanding (but 
higher grading) courses, and the most able students are concentrated 
in more demanding courses that typically adhere to more conser
vative grading standards. In one such study, Wilson (1980) investi
gated this "late bloomer" hypothesis, on the plausible argument that 
minority students face unique problems of adjustment to college that 
adversely affect their first year, but not their longer term perfor
mance. Wilson concluded: 

The predictive validity of admissions variables was found to be higher for 
minority than for non-minority students regardless of the criterion under 
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TABLE2b 
Predicted and Actual Law School Grades for Black 

Students' 

Predicted Actual Amount of 
Study/school average gradeb average grade overprediction 

II-A 39 36 3 
II-B 42 37 5 
II-C 40 38 2 
II-D 40 36 4 
II-E 40 38 2 

III-D 36 33 3 
III-E 39 36 3 
III-F 39 37 2 
III-G 44 42 2 
III-H 40 36 4 
III-I 38 33 5 
III-J71 40 35 5 
III"J72 40 36 4 

"The predictions are based on UGPA and LSAT using the combined group 
consisting of the total black sample and the proportional white sample. 
Table adapted from Linn (1975). 

bGrades were scaled to have a mean of 50 and a standard deviation of 10 for 
the combined group of students within each school. Predictions are for 
UGPA and LSAT scores at the mean of black students within each school. 

consideration, and somewhat higher for longer term cumulative GPA 
than for shorter term GPA, inconsistent with the late bloomer hypothesis. 
(p . .23) 

Writing in 1980, Linn stated: 

It is simply not the case that test scores give a misleading low indication 
of the likely performance of blacks whether that performance is mea
sured in terms of freshman GPA in college, first year grades in law school, 
outcomes of job training, or job performance measures. (p. 20-21) 

205 

Where does this leave us? Certainly, the bulk of research evi
dence runs counter to the view that admissions tests contain sources 
of Significant difficulty for minority students that are irrelevant to 
future academic performance.z There are other factors to consider, 
however. Thorndike (1971) demonstrated that, even when an admis
sions process is //fair" (in that it is based on a composite of assess
ments that neither systematically over- or underpredict criterion 

ZHowever, Richard Duran (1983) has recently completed a critical analysis of studies of 
the performance of Hispanic students in college. He concludes that "high school 
grades and admissions test scores were not as good predictors of U.S. Hispanics' col
lege grades as they were of white non-Hispanics' college grades" (p. 102). 
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performance for members of a subgroup), decisions based on a rank
ing of individuals on this composite tends to result in a lower repre
sentation of the lower scoring groups than if they had been selected 
on the criterion itself. Others (e.g., Cole, 1973) have explored this 
seeming paradox and have proposed models involving different deci
sion rules for subgroups that are intended to result in greater group 
parity. Petersen and Novick (1976), however, offered a compelling 
argument that none of the group parity models offers a comfortable 
escape from value choices. That is, a departure from procedures that 
are individually "fair" and that are intended to optimize the criterion 
performance of the admitted groups involves (explicity or implicitly) 
the imputation of value to an increased representation of individuals 
who are members of the groups favored by the new set of rules, a 
value that must be traded off against an expected decrement in over
all performance. 

Although these models bear only a partial resemblance to the 
realities of admissions, their implications and other considerations 
compel us-and those in charge of our institutions-to examine the 
goals and objectives of the institution's admissions policy, with a 
view to the Significant underlying issues that should guide a univer
sity in this area: its values, its philosophy, and the overarching goal 
of equity. 

Without hiding in the shadows of presumed cultural bias, there 
are reasons enough to consider the preferential admission of minor
ity students (see also Manning, 1977). Such reasons might include 

1. Justification in terms of the benefits of including in a student 
body persons of widely varying cultural and ethnic background. 
This argument is rooted in the awareness that education is nothing 
more than shared experience, that students learn much about 
human values and social responsibility through interaction with cul
turally different peers, and that these larger educational goals 
require an "organic" rather than a "mechanistic" admissions pol
icy-one that sets aside maximizing the goal of higher grades in favor 
of attaining other desired educational objectives. 

2. Justification because classifications based on race can be con
ceived of as a temporary remedy necessary to rectify past injustices 
that have stemmed from overt or covert policies of racial discrimi
nation. Although injustices may appear to be visited on particular 
nonminority persons, in given situations, such persons "are or have 
been the willing or unwilling beneficiaries of a fundamentally racist 
society" (Redish, 1974) and hence must pay a price for past and pres
ent wrongs. 
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3. Justification on the grounds that the needs of society for edu
cated leadership in the professions, sciences, and humanities are so 
compelling, and the representation of minorities in these cadre~ is so 
disproportionally low, that accommodation must be made for this 
overreaching priority within the field of higher education, at least 
until parity among races is attained. 

4. Justification because there is now no adequate basis for deter
mining in a fully satisfying way any final order of merit among can
didates for admission. The apparent issue of "cultural bias" simply 
distracts attention from the more fundamental limitations of the 
present methods of quantifying human diversity. Turnbull (1974) 
expressed this position well when he stated: 

From the standpoint of anyone familiar with the technical aspects of mea
surement as embodied in both tests and grades, there is one salient point 
that I think needs to be made. That is that the technology is too weak to 
bear the weight that many would place upon it. The assumption is made 
that scores and grades, properly combined, constitute an adequate or suf
ficient basis for defining relative merit. The facts simply don't support 
that assumption. Major areas of human characteristics and functioning, 
directly relevant to the likelihood of academic and career success, are 
omitted from those two useful but incomplete sources of data about a stu
dent. It is not only proper for, but incumbent on an institution to use addi
tional information if it is seeking those applicants most likely to use lim
ited places to best advantage. (p. 16-17) 

ARE ADMISSIONS TESTS BARRIERS TO UPWARD SOCIAL 
MOBILITY? 

Perfect social mobility is never attainable in practice, but demo
cratic societies must continue to hold forth to all citizens the hope of 
progress and must strive to create conditions that are conducive to 
its attainment. Davis (1962) observed that two conditions are essential 
to social mobility: (1) inequality of rewards and (2) equality of oppor
tunity in their pursuit. The increasingly differentiated hierarchy of 
occupational roles is more and more evident in our society, and in 
principle, unequal rewards should lead the members of society to 
strive to attain for themselves and their children (and those bound to 
them by ties of race, ethnicity, or religion) the rewards attainable 
from higher occupational status. 

Sociologists are divided as to whether social mobility in the 
United States is increasing or decreasing, just as political scientists 
and economists are divided over whether so-called classless societies 
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can exist or, if they can, whether the motivation for work can be 
sustained under those conditions. In American society, education is 
nevertheless seen as the principal means of attaining upward social 
mobility, and, indeed, as the stratification and differentiation of edu
cation itself have evolved, questions about admission to what kind 
and how much education have come to mirror all the problems of 
social mobility in the larger society. 

Admissions tests are seen, therefore, as important "gates" in the 
endless game of upward striving. Even a cursory examination of the 
issue suggests that a number of factors influence what might be 
called socioeducational mobility. Wolfle (1954) identified the follow
ing factors: 

• Developed academic abilities 
• Previous accomplishment in school or college 
• Desire on the part of the student 
• Money to pay for education 
• Sex-related attitudes and values 
• Geographic location 
• Cultural background 
• Ethnic, racial, and religious background 

The effect of these factors is manifold; that is, they may influence the 
degree to which the inequalities in rewards are recognized and the 
consequences of actions (or inactions) are anticipated, the extent to 
which striving to attain the rewards is present, and the resiliency 
with which setbacks can be tolerated or accommodated. 

For many, however, the main influence ofthese factors on social 
mobility is in relation to equality of opportunity. As noted above, this 
is particularly true for racial and ethnic minorities who have current 
and historical reasons to doubt whether anything approximating an 
equal chance to compete will be afforded them. Increasingly, as the 
costs of higher education have mounted, students from lower 
income families have also begun to raise these same questions about 
the degree to which they are locked in an endless cycle of poverty. 

Indeed, many young people and their parents now see the 
American dream of success as questionable. The American dream 
may never have been a reality: There is no consensus among those 
who have intensively studied social mobility in America about the 
degree to which we now have social mobility or about whether it is 
increasing or decreasing. What may be new, however, is that an 
ever-growing number of people, rightly or wrongly, perceive that 
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we do not have enough social mobility to be tolerable, and that the 
state of affairs is getting worse rather than better. 

Admissions tests are therefore seen by some as an indispensable 
tool in the battle to achieve greater social mobility. For others, these 
tests are seen as barriers to upward striving. The widespread sup
port of testing found in the Gallup Poll and similar surveys (Lerner, 
1980) supports the view that the former group is in the majority. Sim
ilarly, many people see tests as an indispensable tool in assuring edu
cational productivity, including school effectiveness, accountability, 
and minimum-competency assessment. The widespread public con
cern about the decline of SAT scores, the broad-based movement 
toward minimum-competency tests in the states, and even the inter
esting clash of viewpoints between Albert Shanker and the Ameri
can Federation of Teachers (who support tests), on the one hand, and 
Terry Herndon and the National Education Association (who oppose 
tests), on the other, testify to the perceived impact of tests on educa
tional productivity. 

What is also evident, however, is that there is widespread frus
tration and bitterness about admissions testing at a time when-as a 
consequence, mainly, of demographic changes-the selectivity of 
colleges is diminishing. 

The data in Table 3 are instructive with respect to understanding 
the shifts in college-going rates over the past 25 years or so. It is evi
dent that there is a substantial difference in the college-going rates 
for students of both sexes, depending on the socioeconomic status of 
the family. Equally salient, however, is the sharply different college-

TABLE 3 
Percentage of High School Graduates Attending 2- or 4-Year Colleges" 

Sexl 1st SES quarter (Jow) 2nd SES quarter 3rd SES quarter 4th SES quarter (high) 
ability 

quarter 1957 1961 1968 1972 1957 1961 1968 1972 1957 1961 1968 1972 1957 1961 1968 1972 

Men 
1st (Jow) 6 9 14 16 12 14 18 16 18 16 33 20 39 34 40 30 
2nd 17 16 29 22 27 25 55 31 34 36 47 35 61 45 62 41 
3rd 28 32 48 36 43 38 57 47 51 48 61 57 73 72 70 69 
4th (high) 52 58 75 53 59 74 78 70 72 79 86 81 91 90 88 85 
Women 
1st (low) 4 8 17 14 9 12 16 13 16 13 29 21 33 26 55 38 
2nd 6 13 25 22 20 12 29 25 26 21 48 29 44 37 66 44 
3rd 9 25 41 28 24 30 51 46 31 40 67 50 67 65 77 65 
4th (high) 28 34 67 66 37 51 67 66 48 71 79 75 76 85 88 85 

"1957 data are from Sewell and Shah (1967); 1961 data are from Schoenfeldt (1968); 1968 data are from Norris 
and Katz (1970); 1972 data are from Peng (1977). 
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going rates for students of differing ability, particularly among stu
dents from below-average SES families. Over time, we can also see 
that the rates of college going increased steadily until, perhaps, about 
1970, after which they declined slightly. The decline, however, has 
been largely undifferentiated with respect to SES or ability level. 
These data do not offer direct evidence on the question of whether 
admissions tests have encouraged or diminished college-going rates, 
but it is relevant to note that the period of the most rapid growth in 
the use of admissions tests corresponded roughly to the period of 
rapid increases in college going among lower-SES students, as well 
as upper-Ievel-SES students. 

Perhaps more pertinent to the question of the possible deterrent 
effects of tests on college going are the data in Table 4, which has 
been adapted from Peng (1977). These data reveal that by 1972 the 
rates of college going for black students by ability level exceeded 
those of whites entering four-year colleges. It is the four-year colleges 
that are typically more selective, and that constitute a disproportion
ate number of the institutions that require admissions tests. It is dif
ficult to reconcile these data with the argument that tests are a gate
keeper that so dominates admissions decisions as to constitute a 
severe barrier to admission to college for blacks and others who are 
heavily represented in lower-SES groups. 

TABLE 4 
Percentage of High School Graduates Going on to College 

by Group and Ability Quarters, 1972" 

Other 
Ability 4-year 2-year postsecondary 

Group quarter college college education 

Black 1st (low) 15.5 10.0 14.0 
2nd 42.2 11.3 9.1 
3rd 54.7 10.5 5.1 
4th (high) 73.8 4.6 8.0 

White 1st (low) 6.4 10.7 11.8 
2nd 15.0 17.4 11.8 
3rd 33.7 18.9 10.2 
4th (high) 61.3 13.2 5.8 

Hispanic 1st (low) 9.6 19.4 11.3 
2nd 20.2 30.2 6.8 
3rd 33.8 26.4 5.9 
4th (high) 52.1 26.3 0.0 

"Adapted from Pang (1977l. 
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TABLES 
1973-1974 College-Bound Seniors Classified by SAT Average and 

Family Income" 

Reported family income 
Average 

SAT average $0-5,999 $6,000-11 ,999 $12,000-17,999 $18,000+ Incomeb 

750-800 17 117 169 415 $24,124 
700-749 239 1,172 1,725 3,252 $21,980 
650-699 686 3,994 5,683 9,284 $21,292 
600-649 1,626 9,352 12,187 17,992 $20,330 
550-599 3,119 17,042 20,822 28,151 $19,481 
500-549 4,983 26,132 29,751 37,400 $18,824 
450-499 6,663 33,209 35,193 41,412 $18,122 
400-449 8,054 34,302 33,574 37,213 $17,387 
350-399 8,973 29,762 25,724 26,175 $16,182 
300-349 9,622 21,342 14,867 13,896 $14,355 
250-299 7,980 10,286 5,240 4,212 $11,428 
200-249 1,638 1,436 521 325 $ 8,639 

Total number 53,600 188,146 185,483 219,727 
Average SAT score 403 447 469 485 

"The total number of students in this table (646,956) is very slightly smaller than the number 
(647,031) included in the analyses reported in College Bound Seniors, 1973-74 (College Entrance 
Examination Board, 1974). Students in this table must have had both SAT verbal and SAT mathe
matical scores and must have reported family income on the Student Descriptive Questionnaire. 
Students with only one SAT score were included in College Bound Seniors, 1973-74. 

bFrom College Entrance Examination Board, 1974. . 

In their attacks on admissions tests as biased in favor of the eco
nomically advantaged, critics have fastened on the finding that a pos
itive relationship exists between test scores and reported family 
income. Indeed, it is frequently charged that test scores rank individ
uals according to their family incomes with few exceptions. In fact, 
the relationship is far more moderate than the critics suggest. Table 
5 shows average SAT scores and reported family incomes for several 
hundred thousand college-bound seniors (College Entrance Exami
nation Board, 1974). Students from each income level obtained the 
full range of SAT scores. Many students from the top income group 
($18,000 and over) earned low scores. For example, 8% scored below 
350. Many students from the low-income group (less than $6,000) 
earned high scores, 5% scored above 600. About one-third of the stu
dents in the lowest income category obtained above-average scores. 

The correlation of test scores and family incomes (as reported by 
students) for the nearly 650,000 students shown in Table 5 was .23. 
Because the questionnaires in use when these data were obtained 
had a limited number of categories for reporting family income, it is 
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believed that this correlation coefficient understates the true relation
ship. An analysis by the authors of test scores and self-reported fam
ily income reported on a finer scale for a more recent group showed 
a correlation of .29, a figure that may also be somewhat low because 
of imperfections in the measurement of family income. 

What level of relationship may be expected between measures 
of students' educational development and their family's income? It is 
well known that, in relation to students from low-income families, 
students from middle- and upper-class families usually have more 
highly educated parents, have home and community environments 
that provide more support for educational attainment, and attend 
better schools, to name only a few of the relevant factors. To deny 
that valid measures of educational attainment may be related to the 
economic circumstances of students' families is to ignore the realities 
of social and educational inequality. 

In fact, the relationships of educational attainment to socioeco
nomic status have been widely studied. Charters (1963) summarized 
the general findings of the sociological and educational research lit
erature as follows: 

To categorize youth according to the social class position of their parents 
is to order them on the extent of their participation and degree of "suc
cess" in the American educational system. This has been so consistently 
confirmed by research that it now can be regarded as an empirical law. 
It appears to hold, regardless of whether the social class categorization is 
based upon the exhaustive procedures used in Elmtown (Hollingshead, 
1949) or upon more casual indicators of socioeconomic status such as 
occupation or income level. It seems to hold in any educational institu
tion, public or private, where there is some diversity in social class, 
including universities, colleges, and teacher-training institutions as well 
as elementary and secondary schools. Social class position predicts 
grades, achievement and intelligence test scores, retentions at grade level, 
course failures, truancy, suspensions from school, high school drop-outs, 
plans for college attendance, and total amount of formal schooling. 

The predictions noted above are far from perfect. Inasmuch as social 
class position rarely accounts for more than half the variance of school 
"success," the law holds only for differences in group averages, not for 
differences in individual success. The relationship in some instances may 
be curvilinear rather than linear, but the data rarely have been assembled 
to test this possibility. Finally, there are a few cases in the literature in 
which the expected relationships have failed to emerge. Nevertheless, 
positive findings appear with striking regularity.s (pp. 739-740) 

'From "The Social Background of Teaching" by W. W. Charters in Handbook of 
Research on Teaching, N. L. Gage (Ed.), Copyright 1963 by American Educational 
Research Association, Washington, D.C. Reprinted by permission. 
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More recently, a meta-analysis by White (1976) showed an aver
age correlation of .25 between family socioeconomic status and var
ious indicators of educational achievement, based on 489 analyses 
and some 100 separate studies. The average of 41 correlations of 
socioeconomic status and school grades was .24. When SES was 
defined solely in terms of family income, the average of 19 correla
tions between income and measures of educational achievement was 
.32. The correlation found between SAT scores and income (of about 
.30) is consistent with more general research findings on the relation
ship of educational achievement to family circumstances and with 
the everyday experience of teachers in schools and colleges. 

Even so, the data in Table 5 tend to obscure the fact that a dis
proportionate share of low-income families are also minority fami
lies. As discussed earlier, the test scores of black students, on the aver
age, are about one standard deviation below the average for white 
students. Under these circumstances, it becomes of interest to ascer
tain whether there is a different relationship between self-reported 
family income and SAT scores for white students as compared with 
minority students. 

Table 6 reports the correlations for the representative samples 
of the 1979-1980 SAT population between SAT verbal and SAT math
ematical scores, respectively, and reported family income. Most 
striking is the substantially lower correlation between SAT scores 
and income for majority (white) students, as compared with minor
ity students. It is evident that a substantial portion of the observed 
relationship between test scores and income, as shown in Table 5, is 
actually associated with the disproportionate number of low-scoring 
and low-income students who are minority persons, rather than 
deriving from a more homogeneous, general relationship. The 
median correlation between family income and test scores for white 

TABLE 6 
Correlations between Self-Reported Income and SAT Scores for Various 

Ethnic Groups 

Puerto 
Black Chicano Oriental Rican White 

Verbal Male .23 .18 .21 .21 .07 
Female .26 .23 .30 .27 .08 

Math Male .20 .14 .14 .25 .06 
Female .22 .23 .21 .34 .11 

Average income 15.1 18.4 25.4 16.5 30.5 
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students is only about .08, a very weak relationship. Indeed, the cor
relations between income and test scores for minority students are 
also quite low and are noteworthy primarily for the differences in 
the strength of the relationship between majority and minority 
groups. 

The reasons for these differences in correlations and for corre
sponding group differences in the slopes of the regression lines of 
SAT scores on reported family income are not conclusively known, 
but plausible hypotheses are not difficult to formulate. It seems likely 
that a variety of factors related to income could underlie this differ
ence-some exogenous to the family, and some endogenous. Among 
the former is the tendency for poor minority students to be enrolled 
in schools offering inferior programs, often located in underfinanced 
and overburdened urban school systems. As family income 
increases, the options available to the minority family become wider, 
including residence in more affluent communities or the purchase of 
higher quality independent education. Other factors seem equally 
obvious, namely, that as discretionary income increases, the oppor
tunities for the cultural enrichment offamily life are larger. To a cer
tain extent, these factors operate for all families, but these data are 
consistent with the suggestion that, for a given increment in family 
income, minority families are able to convert the increase into pro
portionately larger gains in scholastic aptitude (and school achieve
ment) than are white families. 

Ogbu (1978) has suggested that the widespread perception of 
education as a major means of access to highly rewarding adult roles 
has been overemphasized in interpreting the historical experience of 
blacks and other "caste minorities" who are burdened with the con
sequences of profound and lengthy discrimination. At the same time, 
it seems reasonable to believe that even if Ogbu's main hypothesis is 
correct, the striving for upward mobility through education is, to 
some degree, a factor. A synthesis of both of these points of view 
seems consistent with the data on test scores and family income. On 
the one hand, differences between minority and majority students 
on the SAT become narrower as family income increases, but they 
do not completely disappear. This finding is consistent with the 
observations of Ogbu and others (Carter & Segura, 1979; Kardiner & 
Ovesey, 1951) on the role of caste as distinct from social class. On the 
other hand, the stronger relationship (albeit weak) between family 
income and test scores for minority students suggests that there is an 
increasing emphasis on educational attainment-and a proportion
ately greater one-as family income increases. If such a relationship 
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exists, it is a remarkable testimony to the resiliency and resourceful
ness of the minority families whose upward striving may unperlie 
the observed interaction between race and family income in explain
ing variances in scores on tests of developed ability. 

The mechanisms by which racial and socioeconomic status are 
translated into differential educational attainment are complex and 
difficult to identify. Careful observation and analysis of classroom 
and teacher-student interactions led Rist (1970) to carry out a seminal 
study of kindergarten children, in which he searched for these 
mechanisms. Rist stated: 

When a teacher bases her expectations of performance on the social sta
tus of the student, and assumes that the higher the social status, the 
higher the potential of the child, those children oflow socioeconomic sta
tus suffer a stigmatization outside of their own choice and will. Yet there 
is a greater tragedy than being labeled as a slow learner, and that is being 
treated as one. The differential amounts of control-oriented behavior, the 
lack of interaction with the teacher, the ridicule from one's peers, and 
the caste aspects of being placed in lower reading groups all have impli
cations for the future life style and value of education for the child. 

Rist went on to say: 

It should be apparent, of course, that if one desires this society to retain 
its present social class configuration and the disproportionate access to 
wealth, power, social and economic mobility, medical care and choice of 
life styles, one should not disturb the methods of education as presented 
in this study. This contention is made because what develops as "caste" 
within classrooms appears to emerge in the larger society as "class." ... 
It appears that the public school system not only mirrors the configura
tions of the larger s9ciety, but also significantly contributes to maintaining 
them. Thus the system of public education in reality perpetuates what it 
is ideologically committed to eradicate-class barriers which result in 
inequality in the social and economic life of the citizenry.4 (pp. 448-449) 

Modern ·day polemicists of the antitesting movement have 
sought to displace the responsibility for public miseducation (which 
Rist so poignantly described) onto educational tests. Lacking either 
the fortitude or the commitment to change education, they have 
sought to deny the source problem by attributing it to bias in the 
tests. It is a paradox of tragic proportions that so many well-inten
tioned persons have failed to grasp the consequences of blaming the 
tests, which reflect educational experience, rather than the educa-

4From "Student Social Class and Teacher Expectations: The Self-Fulfilling Prophecy in 
Ghetto Education" by R. Rist, Harvard Educational Review, 1970,40(3),411-451. Copy
right 1970 by President and Fellows of Harvard College. Reprinted by permission. 
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tional system that has unintentionally fostered the barriers of class 
and caste. 

A careful reading of some critics indicates that, although alleging 
test bias, they do not, in fact, challenge the reality of the relationship 
of students' family incomes and educational achievement. Their fun
damental thesis is that the use of the tests, which help to disclose the 
effects of unequal resources and prior learning opportunities on the 
education of children of different classes, should be terminated or, at 
the least, modified. For example, Nairn and Associates (1980) wrote: 

In terms of action it should be remembered that many aspects of class 
discrimination will only change when the fundamental rules of the cur
rent economic system change. But the use of ETS aptitude scores to influ
ence advancement, while rooted in the economic system, ... has its 
impact on people's lives through a practice which is more immediate, 
specific, and subject to rapid change .... The effects of a change in the test 
system on class opportunities could be considerable. (p. 454) 

Even if there were agreement that the best approach to expand
ing access to higher education is to eliminate evidence of unequal 
educational preparation, it is doubtful that the course of action advo
cated by Nairn and other critics would have the effects that he 
predicted. 

First, the relationship of SAT scores to family income is more 
modest than the statement implies and is not peculiar to the SAT. 

Second, admissions do not occur in the way in which the critics 
suggest. Many colleges are not selective and admit nearly all appli
cants. Those colleges that are selective base their admissions deci
sions on many different kinds of information, not test scores alone. 
In many cases, these colleges take into account the obstacles that dis
advantaged students have overcome in reaching their present levels 
of achievement. Indeed, they seek out such students and provide 
them financial aid and other kinds of assistance. The image of a sys
tem of admissions based on test scores that is designed to discrimi
nate unfairly against low-income groups is remarkably at variance 
with the facts. 

Third, history indicates that selective admissions to higher edu
cation were far more a matter of class and economic status before 
the use of national admissions tests than they have been since then. 
In the absence of a uniform and dependable indicator of a student's 
abilities, admissions officers gave far more weight to grades and rec
ommendations of students from a select group of well-known 
schools. The introduction of tests resulted in a substantial increase in 
the opportunities for educational advancement of low-income stu-
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dents by providing a credible demonstration that many such stu
dents from schools without reputations for educational excellence 
could succeed in the demanding academic programs of the most 
selective institutions. Before rushing into radical surgery on the cur~ 
rent system of admissions tests, we should carefully consider 
whether alternative systems would serve widely held social values 
as well. 

UPSHOT 

Admissions programs in selective colleges, and in many gradu
ate and professional schools, are based on a balancing of values. 
These institutions place importance not only on achievement, 
accomplishment, demonstrated ability, and special talents, but also 
on more elusive personal qualities, such as creativity and motivation. 
In their admissions procedures, many of these institutions also seek 
to redress the effects of past inequality and to admit groups of stu
dents that are diverse in terms of geography, family economic back
ground, race, and other characteristics. They do so not only to serve 
egalitarian principles, but also to accomplish their own educational 
objectives. 

Because the admissions and financial aid policies of higher edu
cation institutions are designed in large part to promote increased 
access to disadvantaged students, and because the relationships of 
test scores and other educational indicators to family income are 
moderate, there are reasons to judge that the net effect of current 
admissions practices is to promote greater social mobility. Indeed, 
there are reasons to fear that the elimination of objective measures 
of ability would result in a greater use of criteria that have a more 
substantial and direct link to social class. 

More fundamentally, the evidence on the relationships of 
achievement to social class demonstrates clearly that educational 
inequality is peal and not simply a function of how achievement is 
assessed. The failure of society to provide the best education possible 
to all its citizens has an impact on the capacity of individuals to lead 
satisfying and productive lives. This reality presents a challenge to 
society as a whole. The challenge might be obscured by abandoning 
tests, but the underlying problems would be worsened. 

The proposal to eliminate evidence of inequality before "con
structing a society with a new definition of economic justice" is one 
that has its advocates. But there are many who favor a more bal-
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anced response to this challenge: first, seeking, through broadly 
based efforts, to reduce real inequality in children's educational 
achievement; and second, recognizing wit~in systems of advance
ment both the values of educational achievement and accomplish
ment and the need to expand the access of all groups in the society 
to educational and occupational opportunities. 

Admissions tests have played and will continue to play an 
important role in fostering the attainment of these goals. 
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CHAPTER SEVEN 

General Intelligence 

LLOYD G. HUMPHREYS 

Both the theory of intelligence and its measurement have been con
fused by failure to follow a scientifically acceptable definition of intel
ligence. In good part, the problem arises from the folk definition of 
intelligence that involves the innate fixed capacity of a person to 
solve problems. This folk definition differs in only one important 
respect in its usage by environmentalists as opposed to hereditarians. 
The former tend to minimize the importance of individual differ
ences in this fixed capacity, holding that any normal person has the 
fundamental capacity to achieve at a high level. Environmentalists 
are also strongly convinced that intelligence tests do not measure this 
capacity. 

One can agree wholeheartedly with the environmentalists that 
intelligence tests do not measure intelligence as defined in this way, 
but this agreement does not lead to the rejection of intelligence tests. 
Instead, it leads to the rejection of the folk definition. No matter how 
firmly entrenched the folk definition is, and no matter how firmly 
entrenched it may be in a particular subset of a population (e.g., psy
chologists), it is necessary to define the construct in a fashion that 
allows it to enter into theory and research. A construct that cannot 
be measured directly or estimated from measurements at present or 
in the foreseeable future cannot be tolerated in either science or tech
nology. The nature of the concept of gravitation changed markedly 
from Aristotle to Newton to Einstein, but there are probably no more 

This research was supported by National Institute of Mental Health Grant MH 
23612-06, Studies of Intellectual Development and Organization. 

LLOYD G. HUMPHREYS. Department of Psychology, University of Illinois, Cham
paign, Illinois 61820. 

221 



222 LWYD G. HUMPHREYS 

than a handful of know-nothings who criticize physicists for the 
change in the meaning. A scientist has not merely a right but a duty 
to define concepts in a way compatible with measurement opera
tions and with the data resulting from those operations. 

INTELLIGENCE AS PHENOTYPE 

Jensen stated in his recent book (1980) that intelligence, in his 
usage, is a phenotypic trait. He also stated that a person's genotype 
can be estimated from the phenotype. The latter requires an estimate 
of the heritability of the trait. I applaud Jensen's way of phrasing the 
problem for definition and theory, but I differ with him in two 
respects. He is not consistent in his discussion of intelligence with the 
requirements of the definition of phenotype; he also believes that 
present data support a firmer and higher estimate of heritability than 
I do. This latter difference may be settled in the future by the accu
mulation of more and better data. The first difference requires logical 
analysis. 

Phenotypic traits are observable. If observable, they are also 
measurable. In certain cases, the measurements may be relatively 
crude (e.g., at the nominallevell. Many traits of physique, however, 
are measured with ratio scales. Height and weight are prime exam
ples of such phenotypic traits. Both have genetic and environmental 
components in their variance, and the presumption is strong that 
these components are not the same for the two traits. The heritability 
of a phenotypic trait, as a matter of fact, can vary from zero to unity. 
Head shape in a cultural group that practices head binding in infancy 
in order to achieve certain socially desirable head shapes may have 
zero heritability. Adult weight is probably less highly heritable than 
adult height. 

Behavioral traits are also observable and measurable. Intelli
gence can be measured by obtaining ratings from persons who 
know the individuals to be measured. The rating made is obviously 
abstracted from observations of a great deal of behavior. The ratings 
will agree more closely if the judges have equal opportunities to 
observe. Equal opportunity requires not merely adequate time of 
acquaintance but a similar sample of occasions. Two primary teach
ers will show more agreement than one primary teacher and one 
music teacher. Coaches will not agree well with either the classroom 
teacher or the music teacher. Just how general intelligence is is 
determined, however, by finding some minimal degree of agreement 
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in widely divergent kinds of activities. Once the limits of generality 
have been determined, furthermore, the most valid ratings of intel
ligence will be obtained from raters who have been able to observe 
the persons rated in the full gamut of activities. 

Ratings as measurement scales have a good many undesirable 
attributes. The zero point on a rating scale not only is arbitrary but 
varies from one rater to another. The units of measurement are also 
arbitrary and vary from one rater to another. These variations from 
rater to rater are confounded by the relationships between the rater 
and the ratees. One rater may rate a docile child higher than an 
active one whereas a second rater may do the reverse. It is known 
that teachers confound ratings of intelligence with the occupation 
and the social status of parents as well as with race, religion, ethnic 
origin, and physical appearance. 

The solution to the problems or ratings is to sample behavior in 
a variety of situations in an objective manner. Binet and Simon 
accomplished this by starting with a pool of items that they believed 
would sample intelligent behavior, especially as it was manifested in 
school rooms, and by demonstrating that the score on their test 
showed sufficient agreement with ratings of intelligence to be a rea
sonable substitute for those ratings. It has been shown many times 
since that scores on intelligence tests are correlated with ratings of 
intelligence, with academic grades, with educational and occupa
tional placement, and with job performance in industry and in the 
military. The items in intelligence tests are positively intercorrelated, 
indicating that the limits of generality set are not too broad. The items 
are correlated with chronological age during the period of rapid 
learning and maturation, as are measures of height and weight. 
These item characteristics are essential for the construct of general 
intelligence. 

Present standard tests of intelligence, such as the Stanford-Binet 
and the Wechsler, have types of content nearly identical with the 
original scales published by Binet and Simon. There is currently no 
consensus among researchers about whether it would be advanta
geous to broaden the types of items (problem-solving situations) con
tained in these tests. The standard test may be overly academic, in 
part neglecting the problem-solving situations that can be generically 
labeled mechanical. The inclusion of Piagetian tasks, an innovation 
for which there is a sound statistical basis, would broaden intelli
gence tests in a desirable fashion (Humphreys & Parsons, 1979l. 

Practically all human behavior is acquired, and all intelligent 
behavior that is sampled by an intelligence test involves acquired 
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behavior. This is as true for nonverbal performance tests as it is for 
verbal tests. Learning requires motivation and opportunities to learn. 
There is no way in which a behavioral test can measure an unob
servable capacity. An intelligence test designed for use in a preliter
ate culture would necessarily be different from one of our standard 
tests, but a behavioral trait of intelligence could still be measured by 
the appropriate design of test items. There is no assurance, however, 
that one can merely substitute the Wechsler performance scale or a 
matrices-reasoning test for the preliterate group. Comprehension of 
the analogies, series, and classification formats so common in non
verbal reasoning tests may have strong cultural determinants. 

A recognition of the importance of prior learning does not, how
ever, require an assumption that prior learning has been equal. The 
measurement of phenotypic height does not require an assumption 
that everyone has had equal nutrition and freedom from disease. A 
person who might have been six inches taller if he had had adequate 
nutrition pre- and postnatally will still play basketball at his pheno
typic height. Intelligence as a phenotypic construct requires expo
sure to the kinds of situations incorporated in the items, but not 
equality of opportunity to learn. 

There is one difference between the measurement of phenotypic 
height and intelligence or any other behavioral trait that requires 
comment. Measures of height do not vary from one well-constructed 
measurement scale to another when the measurements are taken 
nearly simultaneously in time, except for some small degree of error 
of measurement. Intelligence tests are typically less reliable than 
measures of height when both are administered under equally care
ful conditions, but the reliability of intelligence tests scores could be 
increased to equal the reliability of the measurement of height by 
increasing the number of items. The more fundamental difference is 
that variability is introduced between measures of intelligence from 
the sampling of the items. There is no recognized population of· 
items, and test constructors do not sample randomly from even an 
arbitrarily defined item pool. Differences from test to test, going 
beyond the differences attributable to measurement error are inevi
table. Fortunately, there is sufficient communality among different 
types of problem-solving items so that this error of "sampling" can 
be kept relatively small by selecting items of sufficient heterogeneity 
of content and by including a sufficient number of such items. The 
communality of the heterogeneous test with the construct of general 
intelligence will approach the reliability of the test as the number of 
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items increases. The correlation with the construct will be higher 
than the correlation with an equally good test of intelligence. 

Actually, there are more similarities than differences between 
height and intelligence, as phenotypic traits. What differences there 
are are matters of degree rather than kind. Height is more readily 
observable than intelligence. Height is also less frequently confused 
with other traits than intelligence. It can be confused with weight 
judgmentally, but not when measured by physical scales. Both 
height and intelligence have genetic substrates; both have environ
mental substrates. There is no more reason to assume some sort of 
entity underlying intelligence than there is for height. Height at age 
6 is not a measure of aptitude for attaining adult height. Height in feet 
and inches changes from year to year during development, but stan
dard scores for height based on groups homogeneous in chronolog
ical age also change from year to year and in either direction. The 
change in standard scores from one year to the next is relatively 
small, but the change over longer periods of time can be quite large. 
The same statements can be made concerning mental ages, which 
increase from year to year, and standard scores or IQs, which may 
change in either direction from year to year. 

In reading Jensen, as mentioned earlier, one infers that he 
assumes an entity underlying the behavioral repertoire sampled by 
the test. One chapter discusses whether intelligence tests really mea
sure intelligence. Another chapter drastically overinterprets the 
forms of distributions of test scores. More significant is the emphasis 
on the "education of relations and correlates," Spearman's phrase 
(1914), which Jensen has quoted frequently and, on the Ravens test, 
as pure measure of general intelligence. Closely related is the sharp 
distinction he has attempted to draw between intelligence and 
achievement tests. He used the argument that the circumference and 
the diameter of a circle are different concepts even though they are 
perfectly correlated. Although this statement is true, there is only the 
most superficial relationship to the measurement of intelligence. 
Intelligent behavior is' observed in numerous situations. By the time 
a population of children has been exposed to the curriculum of the 
first six grades, a test covering all of the varieties of school achieve
ment is as highly correlated with one standard test of intelligence as 
the latter is with a second standard test. Also, if one measures a wide 
enough variety of nonacademic information, an excellent test of 
intelligence is obtained in terms of the functional characteristics of 
the total score. One cannot distinguish between intelligent behavior 
and achievement behavior. 
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The' relatively minor differences between intelligence and 
achievement tests have been described on several occasions (Cleary, 
Humphreys, Kendrick, & Wesman, 1975; Humphreys, 1962bl. The 
most important difference is the breadth of coverage of the intelli
gence test. Intelligence or so-called aptitude items also tend to reflect 
older learning. The eight-grade problem arithmetic that occurs in 
most batteries of achievement tests becomes an aptitude test in the 
Graduate Record Examination. Achievement tests are more closely 
tied to curriculum content than intelligence tests, but this difference 
matters little when the population tested has been exposed to basi
cally the same curriculum. Finally, if a test is used to predict fufure 
performance, it is an aptitude test, but if it is used to measure past 
attainments, it is an achievement test. Both the data and the logic 
require rejection of all variations, such as Jensen's, of the folk 
definition. 

INTELLIGENCE AS GENOTYPE 

Given conditions of experimental control of mating and of the 
environment, one can compute the heritability of a trait, either in 
physique or of behavior, in a given population in a given environ
ment. Without experimental control, one can estimate heritability in 
a population in an environment from observations of the correla
tions among relatives of given categories. If the correlations fit the 
genetic model, heritability may be high. Family relationships in intel
ligence do fit the genetic model approximately, but there is a conve
nient "fudge" factor. The model requires knowledge of the degree of 
assortative mating that has taken place and the number of genera
tions during which that degree has held in order to be precise in 
determining the degree of correlation expected from the model. 

In addition to the lack of experimental control and the required 
information concerning assortative mating, family relationship data 
are not as good or as complete as they should be. The problem is not 
primarily with Cyril Burt's data. As Jencks (1972) pointed out, before 
there was a general agreement to reject those data, a principal prob
lem is the difference between the correlation in the median study of 
a particular relationship and the weighted mean from all studies of 
that relationship. A second important problem is that the several dif
ferent ways of estimating heritability from different family relation
ships also lead to rather divergent results. 
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It does not seem to be generally recognized with respect to fam
ily relationship correlations that they depend on the reliability of the 
test and the range of talent of the population being sampled. One 
rarely sees any reference to these parameters in the literature on 
family resemblance coefficients. It is not surprising, therefore, that a 
more subtle problem is missed by authors reporting these correla
tions: They are also a function of the narrowness of focus of the mea
suring instrument. A test of general intelligence shows presumptive 
evidence of higher heritability than a narrow achievement test not 
because there is a fundamental difference between intelligence and 
achievement but because the achievement test covers a narrower 
gamut of problem-solving behavior (Humphreys, 1970), 

Because heritability is the amount of common variance between 
phenotype and genotype, if the heritability of intelligence were 
known with any reasonable degree of confidence in our population, 
its square root would be the correlation between phenotype and 
genotype. This correlation could be entered in an ordinary regres
sion equation to estimate an individual's genotype from phenotype. 
Attached to each such estimate would be its standard error. As long 
as heritability is less than I, the estimation of an individual's herita
bility by means of a regression equation is entirely probabilistic. Even 
high heritability leads to a substantial amount of uncertainty. 

If the heritability of intelligence were known with confidence in 
the adult, there would be other problems. It is entirely possible that 
the estimate of heritability would vary with the chronological age of 
the child. Jensen reported, for example, that the correlation between 
parent and child changes with chronological age. In addition, a 
child's phenotypic standard score varies from age to age. The inter
correlations of intelligence tests from age to age form a simplex 
matrix in which the correlations are gradually reduced in size from 
those between adjacent occasions to those involving the most remote 
occasions. If the estimate of heritability were constant during devel
opment, many children would require a different estimate of geno
type at every age. The assumption of a constant genotype during the 
period of maturation may represent a logical inference from genetic 
theory, but a construct that cannot be estimated is useless in any sci
entific theory, and nothing is gained in the prediction of a practical 
behavioral criterion by bringing in an estimate of genotype. An esti
mate of genotype is similar in this respect to an estimate of true score. 
I have stated elsewhere (Humphreys, 1971) that acceptance of evo
lutionary continuity in both function and structure is a rational basis 
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for the acceptance of a genetic component of variance in intelligence, 
but this approach does not lead to a specific estimate of heritability. 

For some personnel decisions, a test user may wish to turn the 
estimation problem around. It is hypothesized that Individual A 
might have had a higher level of phenotypic intelligence if it had not 
been for certain conditions of environmental deprivation. How does 
one estimate phenotype from an unknown genotype? Clearly, this is 
impossible. The motivation to do this also avoids the principal issue. 
How much, if any, can the phenotype be changed? Does the answer 
to this question depend on the person's chronological age? How 
much effort and how much expense are required to effect a given 
amount of change? If we do not know how to effect change in phe
notypic intelligence at a given age, should we not be supporting 
research on methods to do so? After all, every serious and thoughtful 
hereditarian allows a sizable environmental component of variance. 

Even if one could solve the problem of estimating phenotype 
from an unknown genotype, it is clear that the essential factor in 
how one performs in society is the phenotype. Genotypic potential 
must be realized in phenotypic performance. Even if the contribu
tion to the variance of individual differences in intelligence were 
100% environmental, there is not the slightest assurance that low 
phenotypic performance at a given age can be quickly and readily 
increased. Some environmental contributions to variance may not be 
reversible; others may be very resistant to change, particularly in the 
adult; others may require more motivation than is now being 
applied to the problem. 

The possibility that heritability might he high within a group 
has been a bogeyman for many critics of intelligence tests. This neg
ative attitude is based quite largely on a lack of information concern
ing the mechanisms of polygenic inheritance and the definition of 
heritability. Heritability is the contribution to phenotypic variance of 
genotype. One minus the coefficient or heritability represents, in the 
simple additive model, the contribution to variance of environmental 
causes. If heritability is high in the United States, itis a tribute to our 
democratic society and its educational system in equalizing the envi
ronmental contribution. Heritability of intelligence would be lower 
in a rigidly stratified society. 

An important attribute of the genetic mechanism is that it pro
duces variability in phenotype from one generation to another. It is 
highly supportive of the democratic ideal that each person should be 
evaluated as an individual. For example, the expected correlation 
between one parent and one child, given lack of assortative mating, 
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is .50. The obtained"correlation is also about .50. Thus, the expected 
value of the child's intelligence is halfway back toward the popula
tion mean from the parent. Very intelligent parents have children 
who are above average on average, but who are not as intelligent as 
their parents. Similarly, parents who are below average in intelli
gence have children who are below average on average, but who are 
more intelligent than their parents. In both cases, there is a great deal 
of variability of the children around the expected value. 

These expectations do not require that intelligence be highly 
heritable. The correlation between parent and offspring of .50 is the 
important datum. It does not matter whether this degree of resem
blance is produced by polygenic inheritance or by the multitude of 
environmental similarities and differences between parent and 
child. Again, whether the causes are environmental or genetic, the 
correlation between a grandparent and a grandchild is only about 
.25. 

The children of highest ability in anyone generation have par
ents who are also halfway back toward the population mean from 
the children. The correlation between parent and child can be used 
in either of two regression equations: to estimate the child's intelli
gence when one knows that of the parent and to estimate the par
ent's intelligence when one knows that of the child. The largest num
ber of children of high intelligence in anyone generation have 
parents who are just a small amount above the population mean. On 
the other hand, the parents who have the largest proportion of very 
bright children are those who are very bright themselves. Even so, 
in a highly fluid society in which education, occupation, and status 
are highly dependent on measured ability, there is no permanence 
of social classes. High ability tends to dissipate in fewer generations 
than do wealth and prestige, both of which are supported by law 
and by custom, not by the biological nature of the human being. 

A parent's intelligence is more highly correlated with his or her 
child's intelligence than is the parent's socioeconomic status or 
income. The correlation between excellent measures of SES and 
intelligence in ninth-grade boys in Project Talent is about .40 (Hum
phreys & Dachler, 1969). This correlation is noteworthy because it 
represents almost the full range of talent; most high school dropouts 
occur in the later grades. This correlation is also a good deal lower 
in a population of applicants for admission to college, who represent 
a narrower range of talent. In the wide range of talent, the expecta
tion of the child's intelligence is only four-tenths as far away from 
the population mean as is the parent's socioeconomic status when 
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both are represented by standard scores. The child's intelligence is 
estimated with even less accuracy from family income alone. The 
claim that intelligence tests measure only middle-class learning is 
patently nonsense. The learning may be more valued by the middle 
class, although even this is doubtful. In a highly technologically ori
ented society, it is very difficult to dismiss reading, listening, arith
metic, and mathematics as unimportant, but some critics have tried 
to do so. The 16% of common variance of a child's intelligence and 
family SES also does not necessarily represent common environmen
tal variance. 

PHENOTYPIC AND GENOTYPIC INTELLIGENCE IN BLACKS AND 
WHITES 

Blacks, on average, are lower in phenotypic intelligence than 
whites. It should by now be clear that this means difference repre
sents more than a lower mean on an intelligence test. Blacks are 
lower in the behavioral repertoire sampled by an intelligence test. 
This intellectual repertoire is also basic to performance in school and 
to occupational level attained. If intelligence is general, as our data 
indicate, criterion performance is simply another way of assessing 
general intelligence. There is also no evidence to date that a low-scor
ing black will show more improvement following increased oppor
tunities than a white at the same level. 

The evidence for the preceding generalizations has been 
reviewed quite completely by Jensen (1980) in his discussion of bias 
in predictive validity. If there is any bias in the predictive validity of 
intelligence tests, it lies in the direction of an underprediction of cri
terion performance for whites and an overprediction for blacks, in 
racially mixed groups for whom a single regression equation has 
been used. Overprediction of the criterion performance of blacks 
based on their scores on intelligence-and related-tests is not found 
in all samples, but sample size and sampling error are sufficient rea
sons for most of the variability. An explanation of overprediction 
does not require that blacks also be lower on the nonintellectual 
dimensions of criterion performance. If both the test and the crite
rion performance are measures of the general factor, but if each is 
fallible, the deficit in both can be explained without resort to other 
possible differences. 

Given that there is, on average, no bias against blacks in the pre
dictive validity of intelligence tests, it is not surprising to find that 
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studies of item bias show much less bias than armchair critics of the 
tests have claimed. Difficulty-by-race interactions on test items tend 
to be small and can be reduced in size by controlling for total score, 
as Jensen has done. If items are difficult for blacks, they are also dif
ficult for whites. Some items are much easier for blacks than one 
would expect if the items were as far removed from the black culture 
as critics have concluded. 

It must also be realized that a goal of zero item bias as measured 
by any currently available methodology is not attainable. For one 
thing, statistically significant differences of any kind can always be 
obtained if the sample size is sufficiently large. There are no zero dif
ferences in nature. One must always impose a criterion of social as 
well as statistical significance. Also, if item bias is measured by the 
difficulty-by-race interaction, some degree of interaction is expected 
when items differ in their construct validity as measures of general 
intelligence, and if the two races also differ on the general factor. 
This expectation requires matching of groups on the general factor 
before computing an analysis of variance. Jensen's method of com
paring older blacks with younger whites is an effective way of 
accomplishing such a match. 

There is conflicting evidence concerning the estimated heritabil
ity, based on family relationships correlations, of intelligence within 
the black group. Loehlin, Lindzey, and Spuhler (1975) have summa
rized the evidence and concluded that there is probably little differ
ence between blacks and whites in this regard. Because the body of 
information is less complete for the black population than for the 
white, and because there is at least the same degree of confounding 
of possible genetic and environmental influences, caution concern
ing the degree of heritability for whites should be doubled for the 
black population. 

When one moves from heritability within groups to possible 
genetic differences between groups in the substrate for intelligence, 
the degree of caution to be exercised in drawing conclusions should 
probably be increased by a factor of 10. In addition to the usually 
adduced possible effects of years of segregation and discrimination, 
there are cultural differences in child rearing that may have substan
tial effects on the development of intelligence. At least one of these 
cultural differences, the proportion of black families headed by lone 
women, is very large (Children's Defense Fund, 1982). According to 
the 1980 census, 43.8% of black children are in families with a mother 
only; another 11.5% are in families without either parent. One can 
infer that a substantial proportion of black children without either 
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parent are also in households headed by a lone woman because 40% 
of all black families are so structured. Median family income in lone
woman families, both white and black, is less than half that of mar
ried-couple families, and a large proportion of the children in these 
families are supported by Aid for Families with Dependent Children. 
The second cultural difference, as reported by Clarke-Stewart (1973), 
is in infant-mother and child-mother interactions. The different pat
tern of interactions appears to extend to two-parent families. These 
environmental factors may affect the development of intelligence in 
whites and blacks. 

It should be apparent that the preceding discussion is almost 
pure speculation. There is no acceptable evidence at present that 
allows one to reject the genetic explanation for the race difference in 
intelligence. By the same token, there is no acceptable evidence that 
allows one to reject the environmental explanation. The nature-nur
ture controversy with respect to the development of intelligence is 
similar in many ways to the ESP controversy. John Edgar Coover 
(1927) once characterized the supporters of psychic belief (ESP had 
not yet come into our language) as persons who accepted the "fagot 
theory" of scientific evidence. A fagot is composed of a very large 
number of slender twigs, each one of which could easily be broken 
in one's hands, but bound together the fagot is unbreakable by the 
direct application of human force. Coover evaluated the evidence for 
psychic belief as composed of many observations, each one flawed 
experimentally, but supposedly invulnerable as a whole. The posi
tions of hereditarians and environmentalists are highly similar. Sci
entific evidence is indeed accumulated in small amounts, but each 
component must stand alone. 

A genetic contribution to the mean difference in intelligence of 
blacks and whites is also something of a bogeyman. For example, the 
genetic hypothesis does not assume that there are special Negroid 
genes that are defective. There is a strong presumption that the gene 
pools for both blacks and whites contain the same genes providing 
the genetic substrate for the development of intelligence. The differ
ence, if there is one, is in the frequency distribution of the genes for 
intelligence in the two gene pools. 

As the genetic hypothesis is developed, the overlapping fre
quency distribution of the many genes responsible for the develop
ment of intelligence produces the overlapping frequency distribu
tion of measured intelligence. To the extent that there is a genetic 
basis for the mean difference in phenotypes, that basis is quantitative. 
Though the data of cultural anthropology have frequently been 
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adduced in support of racial equality, those data are relevant only to 
the qualitative identity of black and white intelligence. Genes for 
high intelligence are as important and valuable to our society in 
blacks as in whites or, more generally, in any member of our species. 

The possible consequences for social policies of a genetic contri
bution to the difference between blacks and whites in intelligence
and the absence of such consequences-have been discussed both 
thoroughly and rationally by Loehlin et al. (1975), There is no need 
for me to repeat their evaluation, especially as the genetic hypothesis 
is in the "what if" category. There is too little known about human 
intellectual development, including, and perhaps especially, during 
the prenatal and early postnatal periods, to concern ourselves with 
a bogeyman even though he does not look so scary when closely 
examined. 

PRIMARY MENTAL ABILITIES AND GENERAL INTELLIGENCE 

In any large set of cognitive tests, it is easy to show that there are 
multiple factors defined by the correlation matrix. Thurstone (1938) 
christened the first-order factors obtained in such matrices as the pri
mary mental abilities, but it is very easy to misinterpret multiple 
group factors. It is also easy to misinterpret Thurstone's use of pri
mary to describe them, and when they are rotated orthogonally, it is 
easy to misinterpret the use of orthogonal and even of independent 
to describe them. Factors rotated obliquely are also frequently 
described as independent factors when different would be a more 
accurate description. 

The basic evidence for multiple group factors is that the corre
lations among the measures defining the factor are higher than cor
relations of those measures with the measures defining a second fac
tor. Ifthe mean correlation within each oftwo clusters is .90 and that 
between clusters is .89, and if these correlations are population val
ues and thus not subject to sampling error, the measures will define 
two factors. The unrotated factors will be orthogonal, the factors 
after orthogonal rotation will be orthogonal, and the factors after 
oblique rotation will be perceptibly different. 

The preceding example is, of course, extreme, but consider a 
more realistic situation. A battery of 60-80 tests that would define 20 
factors would not be highly unusual today. If the mean correlation 
within clusters is about .70 and that between clusters is .50, following 
orthogonal rotations the factor loadings defining the first-order fac-
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tors will be between .60 and .65 in size, and the near zero loadings of 
all other variables on these factors will be between .10 and .15. The 
small loading would not be quite zero, but the factor analyst would 
congratulate himself or herself on obtaining a very good rotated 
structure and would be very likely to stress the fact that the 20 factors 
were orthogonal and independent. Everyone disregards factor load
ings smaller than .20. Yet, the most striking and important aspect of 
the basic data is that the 60-80 variables have a great deal in com
mon. The intercorrelations of oblique first-order factors will define a 
~ingle factor in the second order, and use of the Schmid-Leiman 
transformation (1957) will reveal a very large general factor defined 
by loadings of about .70, as well as much smaller group factor load
ings of about .45. This final rotated factor matrix is hierarchical. 

Intercorrelations of the size just described may not commonly 
occur in samples of college undergraduate populations, but they do 
commonly occur among tests of imperfect reliability in samples 
from wide ranges of talent. School psychologists and military psy
chologists have much more understanding of the extent of human 
variability and the generality of ability from task to task than those 
psychologists who gather their data from classes in introductory psy
chology. Even the latter miss important information when they look 
at and interpret only their first-order factors. 

The basic evidence for a general factor in human cognitive per
formance does not require factoring in orders beyond the first. One 
needs to look only at the smallest correlations in the matrix. One 
must look long and hard to find zero or negative correlations among 
supposedly cognitive tasks or tests in large samples from a wide 
range of talent. In the intercorrelations of tests from Project Talent 
(Flanagan, Davis, Dailey, Shaycoft, Orr, Goldberg, & Neyman, 1964), 
there are small negative correlations between the number of 
attempts on highly speeded tests containing very simple items and 
the number of items right on assorted information, achievement, and 
aptitude tests. U use the traditional names only in order to commu
nicate.! There are a smaller number of near-zero correlations, both 
positive and negative, involving the number of right answers on 
these highly speeded tests. When a formula score that penalizes 
wrong answers is applied, the correlations become appreciably pos
itive. One is also likely to find small negative correlations involving 
highly speeded fluency-type tests that are not scored in terms of the 
appropriateness of the responses. It is difficult to see much cognitive 
content in the variance ofthe scores on such tests, and the generality 
of general intelligence is restricted very little by rejecting these mea-
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sures as components of a test of general intelligence. Mere speed of 
responding without regard to accuracy is not very intellectual. 

With the exceptions noted in the preceding paragraph, intercor
relations of cognitive measures are positive, and most are sufficiently 
high in a wide range of talent so that a large general factor can be 
readily defined. The general factor defined in this way does not pro
duce negative residuals among test intercorrelations. Large numbers 
of residual correlations are reduced to zero, however, in a very het
erogeneous battery of cognitive tests by holding constant the factor 
of general intelligence. This means that neither the first principal 
component (extracted from variances and covariances) nor the first 
principal factor (extracted with communalities replacing variances) 
is ever a complete substitute for the theoretical general factor. If a 
battery of tests is assembled and the different types of tests are 
weighted in accordance with their loadings on the general factor, 
either the first principal component or the first principal factor 
becomes a reasonably accurate surrogate for the general factor in 
terms of the rank ordering of the tests on that factor. Loadings, how
ever, are too large. On the other hand, if the tests are weighted very 
differently from their general factor loadings, neither the first com
ponent nor the first unrotated factor is an acceptable substitute. As 
substitutes, they are especially inaccurate when measures are 
included that do not load on the general factor. 

A standard test of intelligence is thus not a pure measure of the 
general factor. Instead, it is the equivalent of the first component in 
a properly selected set oftests; that is, each item type is included with 
its full variance, whereas some part of that variance in the hierar
chical rotation is on a small group factor. There is no way to avoid 
this difficulty. Even the best of intelligence tests will include several 
sources of unwanted variance. The problem of the test constructor 
is to minimize the size of these sources of variance. He or she is not 
forced to reject the construct of general intelligence because small 
unwanted sources of variance are present. 

GENERAL INTELLIGENCE AND LATENT-TRAIT TEST THEORY 

The last section ended with the statement of a problem for the 
constructor of intelligence tests. The problem is now described more 
fully. Tests of high homogeneity have been the goal of test construc
tors for many years. Guilford's model of the structure of intellect 
(1967) is based on the cdnception of factor-pure tests, each of high 
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homogeneity. Present developments in latent trait theory assume 
unidimensionality of the items in a test. Each of the present models 
requires unidimensionality. Jensen, in his most recent book (1980l, 
stated that one must compromise with the characteristics expected 
in a good test in order to construct an intelligence test. One might 
well conclude that the intelligence test is an outmoded concept, but 
there is another approach to test theory. 

The development of an alternate theoretical basis for the con
struction of all tests, not merely intelligence tests, starts with an out
right rejection of the goal of high homogeneity. There is no basis for 
believing that a moderately homogeneous test acclaimed today as 
factor-pure will not give way tomorrow to several tests in the same 
area, each more homogeneous than the predecessor and each now 
acclaimed as factor-pure. If Guttman's perfect scale (1944) is taken as 
the goal, there is a long way to go in constructing factor-pure tests to 
achieve that goal. I described a good many years ago (Humphreys, 
1962a) how a test of mechanical information could give way to tests 
in carpentry, plumbing, and electricity, and how each of these could 
be further broken down into still narrower areas, for example, car-' 
pentry cutting tools. One might possibly achieve something 
approaching a Guttman scale by further narrowing the focus by con
structing a short scale concerning information about the crosscut 
saw. 

A critic might protest at this point that the preceding examples 
are all concerned with information, but so-called verbal aptitude is 
measured by information concerning word knowledge. A general 
vocabulary test can be "splintered" into many tests of word knowl
edge. In a similar fashion, an arithmetic reasoning test can also be 
reconstituted as several tests, each measuring a particular subset of 
arithmetical reasoning problems. In all of these examples, it would 
be possible to show with careful work and samples of sufficient size 
that the correlations among the narrow tests would be lower than 
their respective reliabilities would allow. This relationship of inter
correlations to reliability, incidentally, is the basic definition of mul
tiple factors. 

More recently, I have expanded Guilford's structure of intellect 
model by describing dimensions or facets beyond those of content, 
operations, and products (Humphreys, 1981). The facet of timing, for 
example, requires at least three elements: highly speeded, moder
ately speeded, and unspeeded. At least, these three levels are now 
used in various so-called primary mental ability tests, and there is no 
law of nature that requires a particular combination of content, oper-
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ation, and product to be administered in one way or another. By add
ing facets such as timing, directions concerning guessing, the sensory 
modality of the examinee, the use of both right and wrong scores, 
and the intrinsic difficulty of the items, one increases markedly the 
number of primary mental abilities. A Cartesian space of more then 
8,000 cells can be achieved. This is clearly absurd. Although there are 
some empty cells in the space described-right and wrong scores 
furnish identical information in an unspeeded test, and very simple 
items will not discriminate among examinees under those same con
ditions-there are too many highly homogeneous, factor-pure tests 
having high, though not complete, levels of redundancy with the 
other tests for any useful purpose. 

There is a second . major criticism of the factor-pure test. 
Whether a given cell in the Cartesian space is defined by three or n 
dimensions, the highly homogeneous test in that cell is inextricably 
complex psychologically. In Guilford's model, each test measures a 
combination of content, operation, and product. One can, however, 
obtain a relatively pure measure of one element of a particular facet 
(e.g., verbal content) by including verbal items covering all elements 
of operations and products. By making the verbal test as heteroge
neous as possible with respect to facets other than content, the con
tribution of each of the many sources of variance contributed by 
operations and products is minimized. In return, verbal variance is 
maximized. Given enough verbal items, also, the sum of these other 
contributions to variance is also minimized. 

An intelligence test is broader than a verbal test and involves the 
selection of items representing all of the cells in Guilford's model. If 
the number of cells is larger than the number of items that one can 
feasibly include in the intelligence test, stratified sampling of the 
space is indicated. The general rule is that, once the scope of the test 
has been determined, the selection of items requires maximizing the 
heterogeneity of the test within the limits set by the desired scope. 
As long as these heterogeneous items remain positively correlated 
with each other, no matter how low those positive correlations may 
be, the test is acceptable theoretically. It remains to be determined, 
however, whether that test will be useful in applied situations or in 
a theory concerning individual differences in behavior. A well-con
structed test of general intelligence containing seemingly very het
erogeneous items is still homogeneous with respect to the latent trait 
of general intelligence. In the full range of talent, the first-order fac
tors in such a test constitute minor aberrations, but in behavioral 
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measures, there is no way in which the aberrations can be 
eliminated. 

Based on the preceding analysis, it is immaterial that different 
examinees can obtain the same total score on an intelligence test 
from different item-response patterns as long as the test is sufficiently 
heterogeneous so that differential skills and information average out. 
Given these conditions, equal scores on the test will, on average, be 
equal on the general factor. Likewise, in a well-constructed test, 
examinees who differ in total score can also be expected to have dif
ferent scores on the general factor, no matter what the patterns of 
scores on the profile of subtests may be. 

If good tests of intelligence are not quite unidimensional just 
because specific content, operation, and product variance can only 
be minimized rather than eliminated, it is probable that current 
latent-trait models can be applied to intelligence tests only in an 
approximate fashion, if at all. This is not a matter of serious concern. 
Mathematical models must be designed to meet the needs of psy
chologists and the requirements of their data. An oversimplified and 
misleading model should not be allowed to dictate the design of tests. 

It is fitting to close this section with a short discussion of the 
implications of the test theory presented here for research on the 
component analysis of reasoning. From the point of view of what 
might be termed controlled-heterogeneity test theory, a test of ana
!ogical reasoning based on figural materials is not a pure test of rea
soning. It contains a combination of reasoning, figural, and analogical 
variance. A more valid reasoning test can be constructed by system
atically varying the content used in reasoning and the operations 
called for by the format of the test. A component analysis of the vari
ance of the revised test would reveal a good deal more about the 
nature of reasoning than a component analysis of a highly homoge
neous test in which different sources of variance are confounded. 

IMPORTANCE OF THE GENERAL FACTOR 

The importance of the general factor in human affairs does not 
depend on the applications of intelligence tests in such areas as selec
tion and diagnosis. The data of selection and diagnosis are used 
because they are related to the construct validity of a test of general 
intelligence, but the case for the importance of the construct does not 
depend on the practical applications of tests of the construct. 
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An occupational title is frequently assigned to persons showing 
a rather wide diversity in job duties. Engineer, for example, is used 
for Ph.D. 's in engineering and for persons who might more accu
rately be labeled technicians. Yet, in spite of this ambiguity in termi
nology, there is a very substantial relationship between intelligence 
and membership in occupational groups. This relationship is also, as 
Jensen has most recently pointed out, highly related to the prestige 
ratings of occupations. It is also highly relevant that most of these 
data underestimate the relationship between intelligence and occu
pation because the intelligence data are frequently obtained in grade 
school and high school. There are changes that take place in the phe
notype between measurement occasions. The normal measurement 
of occupational placement, particularly in the occupations showing 
the higher scores, takes place many years after the person has left 
the public school system. These very real changes produce some of 
the variability around the larger means. 

It is also instructive in this regard that there is a good deal more 
variability around the smaller than around the larger means. For 
whatever reason, including the possibility that key adults did not 
take intelligence test results seriously, there are large numbers of 
persons with high intelligence in unskilled and semiskilled occupa
tions. On the other hand, the presence of low-scoring individuals in 
high-scoring occupations is explained in part by ambiguous job titles, 
low quality of job performance, measurement error in the test, and 
the difference in time between test and criterion. 

By explaining away some part of the variability at the low end 
ofthe distribution of high-scoring occupations, I do not mean to belit
tle the importance of other human qualities. Intelligence is not the 
end-all of human existence. Motivational dispositions, traits of char
acter, sensitivity to interpersonal relationships, and emotional matu
rity are also important, as are the special abilities required in musi
cal, dramatic, artistic, and athletic performance. The importance of 
other qualities is illustrated very well indeed by the trait rating of 
effective intelligence that we used in a good deal of research in the 
u.s. Air Force during the 1950s. Peer ratings of this trait during officer 
training are substantially correlated with scores on tests that mea
sure general intelligence, but the trait ratings are better predictors of 
later officer effectiveness than the test scores, although it is necessary 
to keep in mind that there is direct selection on the latter. Persons 
high on the trait rating are described as those who consistently use 
their ability to the fullest. They are well organized; they are in charge 
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of events. These are qualities that would seem to be important in any 
field of endeavor. 

Some critics have claimed that the relationship between intelli
gence and occupational role is produced spuriously by the academic 
hurdles that persons must overcome to become members of many 
occupations. Statements of this sort question implicitly the impor
tance of evaluating academic learning and even its content. If aca
demic hurdles are artificial, then how well material is learned and 
even the content of the material learned are artificial as well. A con
clusion of Jencks (1972) is relevant in this regard. If we had a system 
in the United States that made entrance into higher education and 
into occupations entirely dependent on test scores and academic 
grades, the present educational and occupational advantage of white 
middle-class children over white working-class children would be 
reduced by one-third. That is, in a more fluid society that paid more 
attention to merit than our present one, the relationship between 
intelligence and occupational membership would be increased. 

Correlations between individual differences in intelligence and 
various criterion performances are also highly relevant to the impor
tance of the construct in human affairs. Although qualifications have 
to be introduced, particularly with respect to the size of the correla
tions, one can support a very broad generalization about prediction 
of criterion performances. If the scores on an intelligence test are cor
related with scores representing proficiency in the criterion perfor
mance, and if this proficient performance has an appreciable cogni
tive content, the population correlation will be nonzero. High 
criterion performance will accompany high test performance to 
some degree under these circumstances. 

The preceding statement rules out proficiency criteria that are 
very largely sensory or motor in nature. It also rules out criteria such 
as satisfaction with work, absenteeism, and turnover that do not 
reflect proficiency. Correlations based on small samples that contra
dict the generalization are not satisfactory as evidence. The sizes of 
the correlations obtained are also functions of all relevant measure
ment parameters. 

Most authors who report correlations know that relationships 
are attenuated by measurement error, but the reliability of the test is 
more often reported than the reliability of the criterion measure
ment. On a priori grounds, the latter is more often suspect. The reli
ability of a grade point average for a single semester of college work 
in an institution that is not highly selective among high school grad
uates is probably about .70. Grades must also be valid indicators of 
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proficiency. One cannot safely assume such validity. The "A for 
effort" is quite common at all levels of education. 

A different sort of error is introduced by assembling samples 
from several sources, such as different schools or industrial depart
ments, into one large sample when the criterion measure has both a 
zero and units of measurement that differ from one group to another. 
Most persons know vaguely that different high schools and colleges 
differ in the mean level of ability of their students at the time of 
entrance to the institution, but they do not realize how large those 
differences are. In the state of Illinois, for example, there are high 
schools whose means for intelligence are below the 10th and above 
the 90th percentiles of individual differences norms. There are col
leges that differ almost as much. Throwing academic grades into a 
single sample can substantially attenuate correlations with intelli
gence tests. The desired procedure is to compute a correlation for 
each group and to obtain a sample of adequate size by obtaining a 
weighted (by sample size) average of the within-group correlations. 
Even within a single institution, an investigator is frequently faced 
with the same problem when a number of different curricula are 
involved. On a large, heterogeneous campus, the highest grades are 
very likely to be given by the faculties of those units admitting the 
students of lowest ability. 

A systematic study of the variability of high schools along four 
different dimensions, including one of general intelligence, has been 
published by Humphreys, Parsons, and Park (1979). The first note
worthy finding for a random sample of high schools in the Project 
Talent data of 1960 was that there was huge variability among the 
nation's high schools. The variance of high school means of tenth
grade students on a talent composite used as a measure of general 
intelligence was more than one-third of the variance of the individ
ual students in those schools. A second important finding was that 
the causes for students being in one high school rather than another 
were reflected more directly by a test of intelligence than by the 
socioeconomic status ofthe children's families. Selection appeared to 
be more dir-ectly on the general factor in intelligence than on socio
economic status. As a matter offact, 6% to 9% of the variance of mean 
SES scores was related to a factor identified as urban versus rural 
schools. The one good measure of the general factor whose loading 
on the rural/urban difference was outside the range of zero ± .04 
was arithmetic reasoning. The sign of the latter placed it on the rural 
school end of the continuum, whereas SES was on the urban end. It 
is also of interest that the usual listing Of the attributes of a quality 
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education by educators, such as class size, days in the school year, 
teaching experience, dollar expenditure per pupil, and even books 
in the library, had very little relationship to the general factor of 
intelligence in the range of values of each variable in high schools in. 
1960. Yet, two of the best measures of the general factor, reading 
comprehension and arithmetic reasoning, had loadings of .90-.95 in 
the school means data. 

One of the least understood effects on the size of correlations is 
that of restriction of range. Nonpsychological critics, such as the 
uninformed members of the Ralph Nader organization, seem to be 
completely oblivious to the effects of restriction of range. For exam
ple, to conclude that correlations of .30 between test scores and aca
demic grades in highly selective undergraduate and graduate schools 
indicate that test scores generally have little validity is simply.ludi
crous. A test that can discriminate this well in the highest 10% of our 
population in general intelligence is very valid indeed. 

Even well-trained psychologists neglect the total impact of selec
tion on correlations and, in particular, do not distinguish between 
the effects of direct restriction of range on the test and the effects of· 
indirect restriction on the test. A drop in variability on the test from 
a less restricted range to a more restricted range when the restriction 
occurs on the criterion (e.g., by firing unsatisfactory employees or 
dropping unsatisfactory students from the university) indicates 
much more attentuation of the correlation between test and criterion 
than when the same decrease in variability is the result of selection 
on the test itself. 

A great deal of self-selection takes place in application for jobs 
and for college admission. It is highly probable that this takes place 
primarily on the general factor of intelligence, although not on the 
fallible measure of the general factor used by the institution for selec
tion purposes. This and other types of selection that take place before 
application are not taken into account in the selection research lit
erature. The definition of the unrestricted range of talent that typi
cally occurs in the literature is the variance of the applicant group. 
The restricted range of talent is the variance of the selected group. 

It may be useful to summarize the major restrictions of range of 
talent that occur between the public school period and entrance into 
a profession that requires graduate or professional school training. 
We graduate less than 80% of our youth from high school. Only about 
one-half apply for admission to a four-year college. Not all are 
accepted. Of those who enter, not all receive degrees. Of those who 
receive degrees, not all apply for admission to graduate or profes-



GENERALINTELUGENCE 243 

sional school. Of those who apply, not all are admitted. Of those 
admitted, not all receive advanced degrees. Of those who receive 
advanced degrees, not all enter the profession. Of those who enter 
initially, not all stay. Selection on general intelligence takes place at 
every hurdle, but in some cases, the direct selection is on the general 
factor itself; in some, on a test of the general factor; and in others, on 
the criterion measure that is also a measure of the general factor. The 
size of the standard deviation of intelligence tests along the way is a 
fallible guide to the amount of attenuation one might expect for valid
ity coefficients. 

The preceding discussion documents the need for calibrating 
tests used for selection in education, industry, or the military to mea
sures of general intelligence in the unrestricted range of talent. There 
appears to be little realization of how much selection takes place as 
students move up the educational ladder. I referred to tests making 
discriminations in the upper 10% of our population. Highly selective 
private colleges do have student bodies who are drawn almost 100% 
from the highest decile of general intelligence. Graduate and profes
sional school students in selective institutions are even more highly 
selected. This selection appears to be primarily on the general factor 
in intelligence, but its extent is not generally known. This lack of 
knowledge contributes to a good many of the misconceptions about 
general intelligence that are held by many persons in our popula
tion. It would be useful to test users if the major publishers of tests 
designed to be used on restricted populations would routinely cali
brate those tests against the Stanford-Binet or the Wechsler norms. 
This procedure would also be useful from the public relations point 
of view; it would document the importance in human affairs of the 
concept of general intelligence. 

DEFINITION AND THEORY OF GENERAL INTELLIGENCE 

There is only one change that I would make today in the defi
nition of intelligence that I have been espousing for a number of 
years. I shall first repeat the original definition (Humphreys, 1971): 

Intelligence is defined as the entire repertoire of acquired skills, knowl
edge, learning sets, and generalization tendencies considered intellectual 
in nature that are available at anyone period of time. An intelligence test 
contains items that sample the totality of such acquisitions .... The defi
nition of intelligence here proposed would be circular as a function of the 
use of intellectual if it were not for the fact that there is a consensus 
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among psychologists as to the kinds of behaviors that are labeled intellec
tual. Thus, the Stanford-Binet and the Wechsler tests can be considered 
examples of this consensus and define the consensus. (p. 31-32) 

When an attorney for plaintiffs who wished to bar the use of 
intelligence tests for the purpose of placement in special classes 
asked whether the preceding definition was the consensus of all psy
chologists, I had to state that it was not. One cannot get the members 
of the American Psychological Association to agree on anything psy
chological. The definition should be modified by the addition of an 
adjective such as cognizant before the word psychologists in the 
next-to-the-last sentence quoted. . 

It is also useful to repeat a description df the processes that are 
involved in the development and the utilization of the intellectual 
repertoire (Humphreys, 1979): " Intelligence is the resultant of the 
processes of acquiring, storing in memory,' retrieving, combining, 
comparing, and using in new contexts information and conceptual 
skills; it is an abstraction" (p. 115), Intelligence is abstracted from the 
many kinds of behaviors that we are willing to label intellectual. 

There is no need to assume, as many psychologists do, an entity 
underlying the behavior sampled by an intelligence test. Spearman 
(1914) called his entity "mental energy." When Jensen (1980) used 
"g,"he meant a real intelligence that is something other than the 
behavior sampled by the test. For an explanation, one needs nothing 
more than the basic approach originally described by Thomson 
(1919). One might prefer a different terminology today, but the con
cept of large numbers of overlapping bonds still provides the right 
emphasis. To the extent that intelligence is genetically determined, 
many genes are involved. To the extent that intelligence is environ
mentally determined, many environmental causes are required. The 
combination of genetic and environmental factors is responsible for. 
individual differences in the structure and function of the many com
ponents in the central nervous system. Intelligent behavior covers a 
wide range of activities. I have used the terms (most of them coined 
for the purpose) polygeniC, polyenvironmental, polyneural, and 
polybehavioral to characterize the construct. 

This characterization of intelligence is highly congruent with 
the content of this chapter. In the beginning, I stressed that intelli
gence is a phenotypic trait. As such, it is observable and measurable. 
The observations are of behavior, not of an underlying thing or 
entity. Judgments concerning intelligence are inherently faulty, 
however, because ratings are inadequate measuring instruments. 
Both the zero point of the scale and the units of measurement vary 
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from rater to rater. Other characteristics of the ratee are frequently 
confounded with intelligence. In addition, raters who observe only 
a limited segment of behavior lack the breadth of experience with 
the ratee to make highly valid judgments. The intelligence test sam
ples broadly and in an objective manner the kinds of problem-solv
ing behaviors that characterize the construct of intelligence. The lim
its of the trait are not as clearly established as the limits of height and 
weight, but a reasonable consensus has developed concerning those 
limits. 

As with any phenotypic trait, it is theoretically possible to esti
mate the correlation with genotype of persons in a particular popu
lation. A valid estimate depends on experimental control that is lack
ing in human data. The mere fact that there are many elements in 
the central nervous system and that these are determined by many 
genes suggests a genetic component to the variance of the pheno
typic trait of intelligence. The genetic mechanism par excellence is a 
producer of individual differences. Central nervous system struc
tures are also determined by environmental influences, but the mere 
fact that intelligence is a behavioral trait requires a substantial envi
ronmental contribution to variance. Behavior, after all, is acquired 
during development. No test is independent of the learning that has 
taken place in a human environment. 

With intelligence defined as a phenotypic behavioral trait, it is 
possible to assert without possibility of debate that American blacks 
have a lower mean intelligence level than American whites at this 
point in our history. The available data, however, do not permit any 
conclusion about a possible difference in the genotype for intelli
gence. For a phenotypic difference, there is no requirement that 
opportunities for blacks be equal to those for whites, just as there is 
no requirement in describing group differences in height and weight 
that the groups be equal in their nutritional histories. A person func
tions in school or in occupations at his or her level of phenotypic 
intelligence. This is not to say that the phenotype does not change. 
The important questions concern the extent to which the phenotype 
can be modified at a given stage of development, with a given 
amount of time and effort, and with what techniques of behavior 
modification. The evidence to date indicates that the phenotypic 
intelligence of blacks has changed very little in comparison to that of 
their white counterparts, after age 18, as a consequence of a special 
admission to college, to a graduate school, to a professional school, 
or to an occupation. 
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There is no doubt that the intercorrelations of a large set of tests 
of cognitive abilities will define multiple orthogonal factors in the 
first order, but the measures of these factors are far from being 
mutually orthogonal. The orthogonality of the factors is a function of 
the mathematics, not of the nature of human abilities. The substan
tial level of positive intercorrelations among these tests in a wide 
range of talent furnishes a firm empirical basis for the general factor 
in intelligence. 

Tests of intelligence, even in a wide range of talent, do not fit the 
latent trait models that are so popular in test theory today. The 
nature of the construct of general intelligence requires a set of very 
heterogeneous items that may be unidimensional with respect to the 
latent trait of intelligence but that also define a large number of small 
group factors. The latter are more appropriately termed unavoidable 
noise, arising from the characteristics of behavioral traits, than pri
mary mental abilities. If measures of general intelligence are insuffi
ciently unidimensional to fit present latent-trait models, the latter 
should be modified, not the test. 

The first-order factors, mistakenly called primary and connoting 
psychological importance, constitute in a wide range of talent rela
tively minor perturbations in the measurement of general intelli
gence. They are primary only in the limited sense that the factor
analytic methodology requires that they be extracted first. Properly 
defined in terms similar to the overlapping bonds of Godfrey Thom
son <i.e., the repertoire of skills and knowledge labeled intellectual by 
cognizant psychologists), general intelligence is better considered 
primary. 

There is a great deal of evidence, some of which I have reviewed 
in this chapter, that intelligence is an important trait in human 
affairs, but there are other important traits as well. Although it is not 
essential that social policies be based in a one-to-one fashion on the 
importance of individual and group differences in intelligence, social 
policies that are based on the supposed lack of importance of these 
differences are highly suspect. White middle-class liberals have been 
traumatized by the mean difference in intelligence between blacks 
and whites, but the irrational reactions to this trauma have not been 
helpful. Sophisticated environmentalists should have been the first 
to accept the reality of the phenotypic difference. Sophisticated her
editarians have a more difficult task to explain the relatively large 
differences in the frequency distributions of the intellectual genes in 
the respective gene pools of two subgroups of a single species. 
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CHAPTER EIGHT 

The Effect of Race on Human 
Abilities and Mental Test Scores 

H. J. EYSENCK 

Theories concerning racial differences in intelligence are age-old and 
antedate empirical studies by thousands of years; Greek and Roman 
writers in the centuries ,preceding and following the birth of Christ 
had much to say about the weak intellects of "barbarians." The 
development of IQ tests made possible more experimental investi
gations, and we now have a plethora of results from such studies. 
Unfortunately, these results are not easily interpreted, and diamet
rically opposite views have been expressed by different writers. 
Some are clearly writing outside the scientific tradition (Lawler, 1978; 
Liungman, 1972; Gillie, 1976), and such works only contribute to the 
popular suspicion that psychologists are not scientists evaluating 
empirical evidence, but prophets mouthing environmental or 
genetic shibboleths. But agreement is not noticeably closer when we 
turn to more academic works, ranging from Kamin (1974), who 
denied that there is any evidence of genetic causes of IQ differences 
even within a given racial group, through Block and Dworkin (1976), 
Flynn (1980), Eckberg (1979), Halsey (1977), and Loehlin, Lindsey, and 
Spuhler (1975), to Eysenck (1971) and Jensen (1972, 1973, 1980). The 
writers involved in the dispute acknowledge that those whose views 
they criticize have important points to make, and none suggest that 
sufficient data are available, or that the available data are of sufficient 
quality, for a final decision to be made on the question(s) raised in the 
title of this chapter. In this chapter, an effort is made to eschew the 
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personal and political arguments that have served to muddy the 
scene, and to draw attention to the weaknesses of the various posi
tions taken by advocates of strong environmentalistic and strong her
editarian positions. If the outcome of the examination of probabilistic 
studies falls short of certainty, then that does not indicate a failure of 
the scientific method but an indication that the methodology will 
have to be improved in order to produce agreed-upon conclusions. 
Suggestions for such improvement are made in the final paragraphs. 

When there are violently opposing views on an emipirical issue, 
it is usual in science to look for confusion in definition, terminology, 
and conceptualization. It seems clear that there is much evidence of 
such confusion. Some of this confusion is discussed in the course of 
the chapter, but some must be dealt with immediately if we are to 
get clear the meaning at least of the terms included in the chapter 
heading. 

RACE 

Race is a term so emotion-laden-due in no small measure to the 
racial teachings and policies of Hitler, leading as they did to genocide 
and war-that many writers would prefer to discard the term alto
gether as "meaningless" and unscientific. This is not a tenable argu
ment, and readers who wish to see what modern anthropology has 
to say on this subject may consult Baker's excellent book (1974) on 
the topic. The objection to the concept of race is, of course, well 
taken if it is directed against the absurd notion of "pure" races, 
whether in the olden days, or at present; all races are to some extent 
hybrids, including American blacks. This fact does not invalidate the 
possibility that groups of people forming ethnic subgroups clearly 
differentiated in skin color, type of hair, shape of nose, or any com
bination of these and other characteristics may differ from each 
other in mental ability; this must remain an empirical question. 
However, there is a very important consideration that tends to inval
idate any comparison between large racial groups, such as the usual 
comparison of blacks and whites. To make sense, such a comparison 
assumes that all blacks and all whites have a mean IQ that varies 
randomly within races, so that any reasonable sample of blacks and 
whites can be used to stand for all the remaining blacks and whites. 
Such an assumption is demonstrably false, as we shall see, and con
sequently, all comparisons that have been made are not between 
black and white, but between, for example, U.S. whites and blacks 
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selected in certain ways and representing certain sharply demar
cated larger groups; they do not and cannot represent all blacks and 
all whites. This point should be too obvious even to mention, but it 
seems to have been largely neglected in many of the debates on this 
issue. 

The most obvious exemplification of this principle is the well
known difference in IQ between blacks (and whites!) in the northern 
and southern United States (Shuey, 1966). Where the average IQ of 
blacks in the United States is approximately 85%, that of southern 
blacks is around 80 and that of northern blacks is around 90. Thus, 
the difference between whites and northern blacks is no greater than 
that between northern blacks and southern blacks; clearly it is 
doubtful if we can regard blacks in the United States as a homoge
neous group in any meaningful scientific sense. It is possible to argue 
that the difference has arisen through emigration, or through better 
educational facilities in the North, or for some other reasons; that is 
not the point at issue. In comparing "blacks" (as a whole) with 
"whites" (as a whole), we are grouping together widely different 
components of some arbitrary "unitary" group that may be differ
entiated into many ethnic subgroups, not all of which are likely to 
be genetically or otherwise similar with respect to IQ. This fact 
becomes even more evident when we compare American blacks 
with African blacks, or one tribe of African blacks with another. 
There may be uniformity, but unless and until that uniformity is 
proven, it is inadmissible to use the scores obtained by particular 
black and white groups to make statements about blacks and whites 
in general. 

Documentation about differences between northern and south
ern whites is plentiful, and the results (which parallel those for 
blacks) are well known. It may be more interesting to consider dif
ferences within a much more homogeneous country, such as the 
United Kingdom (Lynn, 1979) or France (Lynn, 1980). In the first of 
these studies, Lynn presented evidence to show that there are differ
ences in mean population IQ in different regions of the British Isles. 
The mean population values are highest in London and southeast 
England and tend to drop with distance from this region. Mean pop
ulation IQs are highly correlated with measures of intellectual 
achievement, per capita income, unemployment, infant mortality, 
and urbanization. The regional differences in mean population IQ 
appear to be due to historical differences, which are measured back 
to 1751, and to selective migration from the provinces into the Lon-
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don area. Figure 1 gives the standard regions of England, Wales, Scot
land, and Ireland, showing mean population IQs. 

Similar results are reported for France; here, too, there appears 
to have been a "brain drain" from the provinces to Paris. The mean 
population IQs are significantly correlated with migration since 1801, 
"and it is suggested that internal migration has been an important 
factor leading to contemporary differences in intelligence" (Lynn, 
1980, p. 325l. Figure 2 shows a path model indicating the hypothe
sized chain linking historical net migration to contemporary mean 
population IQs, and to four economic and social output variables. 

FIGURE 1. Standard regions of England, Wales, Scotland, and Ireland showing mean 
population IQs (from Lynn, 1979), 
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FIGURE 2. Path model showing hypothesized causal chain linking historical net migra
tion to contemporary mean population IQs and to four economic and social output 
variables. (Significance levels: 0.21 < 5%; 0.28 < 1%,) (From Lynn, 1980,) 

These investigations are of outstanding importance, although not 
entirely free of possible flaws (Kirby, 1980); it is possible that the 
rather arbitrary administrative regions for which data are available 
may themselves be heterogeneous. This possibility does, of course, 
exist, but the general gradients found by Lynn cover many regions 
and undoubtedly suggest the existence of clear-cut differences in IQ 
between different white groups living within the same country. As 
to causation, Lynn's suggestion of emigration finds strong support in 
his detailed study of the decline of intelligence in Scotland (Lynn, 
1977b), and in an earlier study in which Thomson (1953) showed 
that, within Scotland, the rural areas near big towns had the most 
emigration and the lowest IQs; outlying country districts not near 
towns had little emigration, and IQs significantly higher than in the 
emigration areas. The low mean IQ level in Ireland (e.g., Byrt & Gill, 
1975) and the very high prevalence of mental defect there (MacKay, 
1971) may also be due to selective emigration (MacKay & McCoy, 
1975), 

The incredibly high IQ of British Jews (Davies & Hughes, 1927; 
Vincent, 1966) poses another problem for anyone attempting to 
group all "whites" together as a somewhat homogeneous group; Vin
cent found Jewish children in Glasgow as much superior to their 
non-Jewish but white contemporaries as American blacks are infe
rior to American whites in points of IQ! But even Jews are certainly 
not homogeneous racially (Baker, 1974); we discriminate Sephardic 
from Ashkenazic Jews, and many European Jews are very likely the 
offspring of the Aryan-language group called the Khazars, a poly
deistic people that, surrounded by Muslims on the south flank and 
Christians on the western side, was persuaded by its leaders to adopt 
the Jewish religion. Pushed westward later on by Tartar hordes, 
they constituted the majority of Jews in Russia, Hungary, Poland, and 
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in countries even further west (Koestler, 1976). Truly, Europeans as 
well as American white groups are too heterogeneous to be charac
terized by a mean IQ figure. 

INTELLIGENCE 

The term intelligence is often used as if it had a universally 
agreed-upon meaning, as if it were synonymous with IQ, and as if 
different measures of it could readily be substituted for each other. 
All these notions are false. The orthodox meaning of intelligence is 
related to three different conceptions, sometimes referred to as Intel
ligence A, Intelligence B, and Intelligence C (Vernon, 1979). Intelli
gence A is the genotype, that is, the (hypothetical) genetic substratum 
that underlies differences in cognitive performance on IQ-type tests 
and in problem-solving behavior in everyday life. Some psycholo
gists (e.g., Kamin, 1974) still seem to dispute the evidence concerning 
the existence of such a genotype, but almost all other writers on the 
topic agree that genotypic factors do exist that predispose people in 
different degrees toward good or poor performance in the cognitive 
field; disagreement arises primarily in regard to the amount of her
itability found in this field. Hardly anyone would be likely to estimate 
heritability in Western countries as being below 50% to 60%, or above 
80%, but some would still maintain that quantitative estimates make 
too many assumptions to be admissible at the present time. A survey 
ofthe available literature on the topic, using the relatively new meth
ods of biometrical genetical analysis, gave an estimate of 70% for the 
narrow heritability of intelligence, plus 10% for dominance and 
assortative mating effects; after measurement error in the tests used 
had been removed statistically, an estimate of broad heritability of 
80% was arrived at (Eysenck, 1979). This estimate is, of course, subject 
to the usual estimation errors and is a population estimate; that is, it 
has no universal validity. However, it rests on a surprisingly good 
agreement of figures derived from many different types of evidence 
(e.g., monozygotic twins brought up in isolation; comparisons of 
monozygotes and dizygotes; regression effects; adopted children; and 
intrafamilial correlations). Heritability of intelligence seems rather 
similar for blacks and whites in the United States (Osborne, 1980). 

Intelligence B refers to the expression of the genotype in inter
action with environmental factors such as socioeconomic status 
(SES), in everyday life behavior, and when problem-solving, cogni
tive, or academic tasks are involved. Thus, an individual's standing 
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in school and university, success in dealing with occupational prob
lems and tasks, and general way of dealing with the problems 
thrown up in the course of his or her life, insofar as his or her reac
tions are not emotional in nature, would be considered relevant to 
Intelligence B, which might thus be identified with "intelligence" as 
it is understood by the proverbial person in the street. Clearly, Intel
ligence B is phenotypic, combining hereditary and environmental 
effects in producing individual differences in effective intelligence. 
Intelligence C is the attempted measurement of Intelligence B by 
means of IQ tests. Although this attempt has been quite successful, 
the types of intelligence (A and B) can not be clearly identified 
(Eysenck, 1979; Vernon, 1979l. It may be surmised that IQ is closer to 
Intelligence A than is Intelligence B, if only because Intelligence B is 
more likely to be affected by emotional and other irrelevant factors 
(anxiety is an obvious examplel. Ordinarily, the methods ofIQ testing 
at least attempt to eliminate such emotional and other irrelevant 
factors. 

Although this subdivision of "intelligence" into three different 
kinds of intelligence is useful, it does not go far enough. Thus, Intel
ligence C can itself be subdivided into "fluid" and "crystallized" intel
ligence (Cattell, 1971). Thurstone (1938) further divided it into a set of 
primary mental abilities, and finally, Guilford and Hoepfner (1971) 
eliminated "intelligence" completely and substituted their "struc
ture-of-intellect" model, consisting of some 120 different and inde
pendent abilities. This gradual elimination of intelligence as a con
cept has clearly gone too far (McNemar, 1964; Reynolds, 1982; 
Vernon, 1965), and such positions as Guilford's cannot be sustained 
in the face of the evidence of a "positive manifold," that is, a well
nigh universal tendency for performances on all cognitive tasks to 
correlate positively with each other. There is no doubt about the exis
tence of primary or group factors in addition to a general factor (g) 

of intelligence, but all the data point to the predominance of such a 
general factor in the cognitive field (Eysenck, 1979l. Nevertheless, the 
existence of many group factors, as well as the fact that different 
types of tests have different g loadings, presents difficulties for any
one who wishes to generalize over different tests and populations; it 
also, however, offers interesting possibilities of meaningful analyses 
of data comparing the performance of different races. 

Tests differ in the degree of "culture fairness" they show; this 
dimension is related to but not identical with the concepts of fluid 
and crystallized ability. Culture-fair tests are usually nonverbal (for 
obvious reasons), and they tend to be abstract, that is, to contain ref-
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erence to learned concepts, but to be built on perceptual relations 
between simple lines (as in Raven's matrices test), simple numerical 
relations (as in the dominoes test), or simple alphabetical relations (as 
in the letter series test). The least culture-fair tests are vocabulary and 
general knowledge tests, because they obviously depend on a partic
ular culture and a particular schooling system. Other tests are inter
mediate. These judgments are based on common sense; they may 
lead, particularly in fairly homogeneous countries like England, to 
erroneous conclusions. Thus, one might imagine that culture-fair 
tests like the dominoes test has a higher heritability than a culture
bound test like a vocabulary test; this is not necessarily true. In his 
study of monozygotic (MZ) twins brought up together or in isolation, 
Shields (1962) found that on the dominoes test, the intraclass corre
lations for twins brought up together or in separation were .71 and 
.76; on vocabulary tests, the values were .74 and .74. Thus, there is no 
real difference between the two tests; one might have expected that, 
compared with the separated twins, twins brought up together 
would have been much more alike on the vocabulary test than on 
the dominoes test. In a less homogeneous population than that char
acteristic of England, quite different figures might have been 
obtained. 

Different IQ tests are used for different purposes, and a test suit
able for selection by a school in a homogeneous country (homoge
neous as far as education is concerned) may be quite unsuitable in 
another country. Tests in educational and industrial practice are 
often used for specific purposes that lead to the construction of mea
sures that confound fluid intelligence and acquired knowledge (like 
the Army Alpha); such tests may give better prediction than pure IQ 
tests, but the usual practice of calling these hybrids "IQ tests" makes 
discussion difficult. Often, items from such "practical-purpose" tests 
are quoted to illustrate the culture-dependence of IQ tests, but this 
practice disregards the purpose for which the particular tests were 
constructed. It might be better to call IQ tests only those tests that 
were constructed simply for the purpose of obtaining as pure a mea
sure as possible of the general factor of intelligence. However, it is 
clear that the term intelligence is used in so many different senses, 
and that IQ tests appear in so many quite different guises, it is nec
essary in discussion to be quite specific about what meaning of intel
ligence and what type of IQ test one may be referring to. Many argu
ments in this field have continued because the participants used 
identical terms to refer to quite distinct concepts, tests, and theories. 
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RACIAL DIFFERENCES 

This topic has often been reviewed, a recent and very competent 
account being that of Lynn (1978); as the facts are not really in dis
pute, we will summarize only the main findings. In this section, we 
deal, of course, only with measured IQ, that is, "Intelligence C"; the 
interpretation of the findings is to be based on more specialized stud
ies and is taken up later. It is important at this stage not to overinter
pret data that by themselves are ambiguous; observed differences 
may be due to many causes, and the existence of the difference does 
not by itself suggest which of these causes may have been active in 
producing the observed differences. 

We have noted that, even within a given country with a rela
tively homogeneous population (e.g., England or France), there may 
be stable IQ differences from one section of the country to another. 
Much the same is true when we look at different European coun
tries, although the differences are somewhat more pronounced. As 
Lynn (1978) pointed out, "It has generally been found that popula
tions of Northern European extraction have mean IQs of approxi
mately 100" (p. 268). This has been found to be so of large and well
selected samples of Scottish children tested in 1932 and 1947 (Scottish 
Council for Research in Education, 1933, 1949); a New Zealand sam
ple of 26,000 children of European extraction, who obtained a mean 
IQ of 98.5 (Redmond & Davies, 1940); an Australian sample of 35,000 
children with a mean IQ of approximately 95 (McIntyre, 1938); a Bel
gian sample of children giving a mean IQ of 104 (Goosens, 1952); a 
French children's sample obtaining a mean IQ of 104 (Bourdier, 1964); 
an East German study giving a mean of 100 (Kurth, 1969); and a rep
resentative sample of Danish children obtaining a mean score on 
Raven's Matrices almost identical with the original British standard
ization sample (Vejleskov, 1968). The analysis carried out by Garth 
(1931) in his review of American Army Alpha Test data from World 
War I immigrants showed Scots, English, and Northern Europeans at 
the top of the scale. 

IQs in Southern European countries appear somewhat lower 
(Hirsch, 1926), with the possible exception of Italy (Tesi & Young, 
1962). (The results from this small-scale Italian study conflict with the 
results obtained by Garth, 1931, in his review of the IQs of Italian 
immigrants to the United States between the two world wars, who 
averaged about one standard deviation lower on individual Binet 
tests, as well as on a nonlanguage group test.) In Spain, a very large 
sample of 113,749 army conscripts was tested on Raven's Matrices in 
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1965 and obtained an IQ of 87 (Nieto-Alegre, Navarro, Santa Cruz, & 
Dominguez, 1967). A Yugoslavian sample of schoolchildren obtained 
a mean IQ of 89 (Sorokin, 1954), and a sample of Greek children a 
mean IQ of 89 (Fatourous, 1972). These results bear out the Army 
Alpha studies of immigrants into the United States, which showed 
immigrants from Southern European countries to have IQs below 
those of immigrants from Northern European countries (if we can 
count the Army Alpha as a proper IQ test!l. 

Lynn (1978) argued that the Caucasoid race extends eastward 
from Europe into the Near East and India, and consequently, he dis
cussed Iraqi and Iranian children in his section on "Caucasoids"; chil
dren tested there have IQs around the 80 mark (Alzobaie, 1965; Meh
ryar, Shapurian, & Bassiri, 1972l. For India, the findings are rather 
diverse, ranging from a sample of students with a mean IQ of 95 
(Maity, 1926) to mean IQs from 81 to 94 obtained from 17 samples of 
children aged 9-15 (Sinha, 1968l. The overall mean of the children 
was around 86. Thus, the mean scores ofIndians, Iranians, and Iraqi 
is about the same as that of American blacks. When we turn to 
blacks, we find that a very large number of studies (Shuey, 1966, 
reviewed 382 studies, employing 81 different tests of mental ability) 
agree on the fact that the mean IQ of American blacks is approxi
mately 85, and that they score somewhat higher on verbal tests than 
on nonverbal tests. Blacks from the southeastern states tend to have 
lower IQs and smaller standard deviations than those living in the 
North, averaging perhaps 81 with a standard deviation of around 12. 
As already pointed out, blacks from the United States should not be 
considered representative of all blacks; they are descended from 
slaves, who were either purchased or captured from selected areas 
in Africa, and who may have been selected in various ways (Darling
ton, 1969l. Furthermore many Afro-Americans have some Caucasoid 
ancestry, with an average admixture of between 20% and 30% (Reed, 
1969). 

Studies of blacks in Africa and other parts of the world do not 
give very dissimilar results. Silvey (1972) reported a mean IQ of 88 for 
a group of almost 500 children in Uganda, but these were selected for 
educational achievement, so that the mean for the total population is 
probably lower. Vernon (1969) found a mean of approximately 80 for 
a group of 50 boys aged 12 in Kampala, the capital of Uganda. In 
Jamaica, the average level of intelligence as judged by IQ tests was 
around 80 (Vernon, 1969). As in the United States, the children tended 
to do better on verbal and educational tests than on nonverbal and 
spatial tests. Klingelhofer (1967) found a mean IQ of 88 for almost 
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3}000 Negroid children in Tanzania; a group of Asian children in the 
same country had a mean IQ of 98. In Jahoda's (1956) study} children 
in Ghana scored at a level of IQ somewhat below 80} as did various 
samples of African children in South Africa (quoted by Lynn} 1978). 

We next turn to the Mongoloids} in whom the picture is quite 
different. Quite generally} they do at least as well as whites} and they 
often do significantly better. Much of the work has been done on 
Chinese and Japanese immigrants to the United States. An example 
is the work of Jensen (1973)} who found that on the Gesell Figure 
Copying Test} Mongoloid children had better scores than Caucasoids 
or other racial groups. Studies of immigrants like these are} of course} 
somewhat inconclusive because immigrants are not necessarily typ
ical of the populations of which they are a self-selected sample. How
ever} studies in their native countries tend to bear out these general 
findings. 

Lynn (1977a) surveyed the intelligence of the Japanese and also 
(Lynn} 1977b) the intelligence of the Chinese and the Malays in Sin
gapore. These studies} as well as one by Chan (1974) in Hong Kong} 
confirm that by and large Mongoloids in their home countries are 
something like half a standard deviation above the white IQ mean on 
nonverbal tests. 

Again} one should not generalize from the Japanese and the 
Chinese to all Mongoloids. A study by Thomas and Sjah (1961) of 
Mongoloids in Indonesia gave a mean IQ of 96} which was probably 
an overestimate because of poor sampling. Eskimos} a Mongoloid 
subrace living above the Arctic Circle} gave a mean IQ approximately 
the same as Scots in Scotland (Berry} 1966)} but this claim was dis
counted by Lynn (1978) for good reasons. Vernon (1969) obtained a 
mean IQ of 85} whereas McArthur (1969)} using Raven's Matrices} 
found his Arctic Eskimoes at or above Caucasoid norms for Canada. 
Some of the contradictions in these findings may be due to different 
tests' being used} but it would seem that no certain conclusions about 
Eskimos can be made at present. 

Another group for whom a certain amount of evidence is avail
able are Amerinds living on reservations in the United States. Early 
work was summarized by Garth (1931) and Pintner (1931) and more 
recent work has been done by Tyler (1965) and Coleman (1966), Most 
studies agree that Amerinds have a mean verbal IQ of about 90 and 
a mean nonverbal IQ of approximately 96. There appears to be a cor
relation of about .4 between IQ and degree of Caucasoid admixture 
among Amerinds; the interpretation of this finding is not unambig
uous (Garth} 1931l. 
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Australoids (i.e., the full-sized Aborigines of Australia) were one 
of the earliest groups to be studied by Porteus with his newly created 
maze test (Porteus, 1937, 1965, 1967), and many others have since 
obtained IQs from this group, using various other tests. A recent 
study by McElwain and Kearney (1973) gives a mean of 85 for the IQ 
of children going to school with European Australians and brought 
up in an advanced Western culture. Maoris in New Zealand have 
done rather better, obtaining a mean IQ of 94 (St. George 1972; St. 
George & St. George, 1975; Du Chateau, 1967l. Other smaller groups 
of Australoids have been studied with similar results. 

We may briefly summarize the frequently replicated findings 
from the literature. The highest IQs in different parts of the world 
have been obtained by Mongoloid populations, particularly the Jap
anese and the Chinese, both in their own countries and in emigrated 
samples studied in the United States. They are followed by Caucasoid 
populations in Northern Europe or emigrated from there to the 
United States, Australia, and elsewhere. Caucasoid groups in South
ern Europe come next, followed by Caucasoid peoples in the Middle 
and Near East. Amerinds and Mexican-Americans come next, fol
lowed by AfrO-Americans, African NegrOids, and Australoids. As 
Baker (1974) has noted, the mean IQs of different races are mostly 
related to per capita incomes and to cultural achievements. These 
facts are not really in dispute; their explanation, however, is. We 
must next turn to a survey of possible interpretations of the observed 
results. 

CAUSES OF RACIAL IQ DIFFERENCES 

Lynn (1978) listed five possible positions that have been taken by 
responsible writers and that deserve consideration. The first of these 
is that, "despite possible appearances to the contrary, all ethnic 
groups have much the same innate intelligence" (p. 277l. As Lynn 
also pointed out, "It is not easy to find evidence to support this posi
tion" (p. 277l. The point has been argued by Comas (1961) and Garth 
(1931). In a sense, this is a view often considered orthodox because it 
was enshrined in a statement issued by UNESCO (1951) to the effect 
that "According to present knowledge there is no proof that the 
groups of mankind differ in their innate mental characteristics, 
whether in respect of intelligence or temperament. The scientific evi
dence indicates that the range of mental capacities in all ethnic 
groups is much the same" (p. 58l. A counterresolution, signed by 50 
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scientists, was published in the American Psychologist (Resolution, 
1972), but of course, neither resolution is scientifically very relevant. 
Certainly, the UNESCO view finds no direct support in the figures 
quoted in the last section; for support, it would have to rely on spe
cial arguments and experiments. 

A second point of view maintains that intelligence tests do not 
give valid measures of mental ability beyond the culture for which 
they were designed, and that hence mean IQs are not necessarily 
valid and meaningful measures of intelligence. There are obvious dif
ficulties in this position, as Lynn (1978) has noted. If American and 
British IQ tests show Belgian, Danish, French, East German, New Zea
land, and Australian populations to score at approximately the 
Anglo-American mean, why should not Spaniards, Yugoslavs, or 
Greeks do the same? How can it be that Mongoloids do better on 
Anglo-American IQ tests than Anglo-American populations? We shall 
return to a consideration of this argument later on. 

A third position acknowledges the validity of IQ tests but 
explains the observed differences in IQ in terms of various environ
mental factors, such as standard of living, quality of education, gen
eral intellectual sophistication, and level of nutrition. There certainly 
are such correlations both within and between nations, but it still 
remains a moot point whether it is intelligence that causes a differ
entiallevel of culture and income, or whether differences in income 
and culture cause variations in IQ. 

The fourth position, taken by many who find the evidence insuf
ficient in favor of the notion that environmental differences of the 
kind suggested above account for observed IQ differences, is that 
there may be unknown and perhaps quite subtle environmental dif
ferences that are responsible; climatic factors are sometimes sug
gested, or simply the consciousness of being a member of a minority 
race. Adherents of this view regard the question as completely open 
and incapable of being solved by existing techniques (Bodmer, 19721. 

The fifth position would hold that no convincing environmen
talistic explanations exist for the differences observed, and that con
sequently genetic factors should be appealed to for at least part of the 
observed differences. Jensen (1969, 1972, 1973) is perhaps the best
known exponent of this view, which, however, has a respectable 
ancestry (Woodworth, 1910; Porteus, 1917, 19371. These are the major 
competing views, and the continuing controversy suggests that none 
of them has clearly succeeded in convincing the majority. 

We may perhaps reject some of the views stated above as being 
contrary to the evidence, or scientifically unhelpful. An appeal to 
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hitherto unknown causes is not helpful because it is essentially 
untestable; we can never rule out environmental causes that are not 
specified sufficiently to be made the subject of an experimental 
enquiry. The view that intelligence tests are not valid is subject to 
investigation, and as stated above, the evidence does not suggest that 
this view can be taken very seriously. It does, however, serve to sug
gest certain possible tests of the environmental and the genetic 
views; if tests may be partly invalid because they are culture-bound, 
then differences between the results given by culture-bound and cul
ture-fair tests may throw some light on the question of the environ
mental or the genetic determination of racial differences. 

The first position described by Lynn (1978) may be amalgamated 
with this third position, namely, that differences in observed IQ 
means are due to specified environmental factors, without any 
genetic contributions; this may be contrasted with the fifth position, 
namely, that genetic factors do, in part, account for the observed IQ 
differences. The effective argument, therefore, is between a purely 
environmentalist explanation, which would account for existing dif
ferences in terms of educational, socioeconomic, and cultural factors, 
and a partly genetic explanation, which, although admitting the 
importance of such environmental factors, would also add genetic 
factors as contributory causes. We shall refer to these as the environ
mental and the genetic hypotheses, respectively, but it should always 
be remembered that the "genetic" hypothesis does, in fact, admit 
environmental causes as being at least partly responsible for 
observed differences. Furthermore, the "genetic" hypothesis postu
lates not that all observed differences are (partly) genetic, but only 
that some may be so; it is perfectly possible that genetic factors may 
account for some of the observed differences between American 
whites and blacks, but that the differences between Chinese and 
Malays in Singapore may be due to environmental factors entirely. 
Each observed difference must be judged in terms of the relevant evi
dence. It is to this evidence that we must next turn. 

SPECIAL STUDIES 

Theoretically, it might be thought that we have two ways of con
ducting specialized studies to decide between our two major 
hypotheses. One of these sets of studies might be genetic, looking at 
direct genetic evidence for or against the contribution of heredity to 
racial IQ differences. The other would be environmental, that is, con-
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ducting crucial studies of the influence of alleged environmental fac
tors in the causation of such IQ differences. Unfortunately, we are 
effectively restricted to studies of the second kind; it is difficult, if not 
impossible, to think of or to conduct direct studies of a genetic nature 
in this field. The fact that differences in IQ within racial groups are 
largely determined by heredity is a necessary but not a sufficient rea
son for arguing in favor of heredity as a factor in cultural differences; 
it is clearly possible for differences within given cultures to be largely 
due to heredity, but for differences between cultures to be entirely 
due to environmental factors. Perhaps such a position would be 
unlikely, but the possibility cannot be ruled out. 

Asking the question "Can we ... argue that genetic studies ... 
give direct support to the hereditarian position?" I have pointed out 
in my book Race, Intelligence and Education that "the answer must, 
I think, be in the negative. The two populations involved (black and 
white) are separate populations, and none of the studies carried out, 
such as twin studies, are feasible" (Eysenck, 1971, p. 11n This state
ment may not be entirely correct; thus, it has been suggested that 
possibly we could compare non-Caucasoid populations having dif
ferent admixtures of Caucasoid heredity (De Lemos, 1969; Garth, 
1931); a correlation between IQ and the degree of Caucasoid admix
ture might suggest a genetic determination of cross-cultural intellec
tual differences. Such a test would have to be controlled for environ
mental effects of racial characteristics, such as skin color, and in any 
case, we cannot rule out the possibility that those whites who cross
bred with nonwhite partners differed in IQ from the mean for their 
own group. Thus, such a test would not be decisive. 

Another alternative might be to test for heterosis, or "hybrid 
vigor"; on a genetic basis, one would expect that, if children were 
produced as the offspring of a marriage between partners belonging 
to two different races, the children should have a higher IQ than chil
dren produced from parents of the same racial stock and of the same 
mean intelligence as the cross-breeding parents. Unpublished work 
suggests that heterosis does in fact exist, and its existence would 
prove a powerful argument that the genetic determination of inter
racial differences in IQ is based on genetic factors. However, even 
here, it might be possible to advance environmentalist hypotheses, 
although these would, of course, be susceptible to direct study. Prob
ably, heterosis is the only genetic effect that would provide powerful 
direct evidence of the existence of genetic factors in the causation of 
IQ differences, but apart from that, the existing evidence relies almost 
exclusively on direct studies of hypothetical environmental factors. 
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In the nature of the case, these can be only circumstantial; they can 
disprove specific environmentalist hypotheses, but they cannot 
establish directly the existence of genetic factors. The postulation of 
such factors must remain a residual assumption, based on the faiiure 
of alternative hypotheses of an environmentalist kind. 

The obvious difficulty with this kind of argument is that the 
hypotheses put forward by environmentalists tend to be vague and 
imprecise; thus it is very difficult to disprove them. It is easy to appeal 
to such factors as underfeeding, but this can be broken down into 
innumerable subelements, including specified vitamin deficiencies 
and other defects that may occur even on the most ample European 
or American diet. Additionally, one can specify many different 
periods during which starvation may affect performance on IQ tests: 
in utero, immediately postnatally, in the first year, in the first five 
years, after long-continued malnutrition, and so on. A monograph 
edited by Lloyd-Still (1976) discusses many of the complexities of the 
problem. What often makes discussion difficult is the transfer of 
results from one universe of discourse to another, mediated simply 
by the single term malnutrition. Thus, the effects of defective glycos
aminoglycin concentrations due to kwashiorkor may be inadver
tently transferred to a slightly subnormal food supply in American 
blacks because both may be grouped under the generic term mal
nutrition. In appealing to any single environmental cause, it should 
always be specified as clearly as possible just what it is that is being 
invoked. Long-continued malnutrition at starvation levels, which 
afflicts many underdeveloped areas of the world, may have effects 
that are strikingly absent from the slight degree of malnutrition 
found in advanced countries. 

SOCIOECONOMIC STATUS AND EDUCATION 

The first argument to be considered relates to a simple deduction 
from the environmentalist hypothesis. If differences in IQ between 
American blacks and whites are due entirely to such differences as 
socioeconomic status, schooling, housing, then a relative improve
ment on the part of the blacks over a number of years should reduce 
the observed difference. This argument was first presented in detail 
by McGurk (1953a), whose analysis of the data purported to show 
that improving the socioeconomic status of blacks increased the 
racial difference in intelligence performance. The same writer 
returned to the subject some 20 years later (McGurk, 1978) and ana-
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lyzed the available literature in considerable detail. He was con
cerned with the differences in IQ between representative samples of 
blacks and whites, taken at various times between the 1917-1919 war 
and the present time, and with the percentage overlap between the 
races observed during these years. (Overlap is defined as that pro
portion of black subjects whose individual IQs equal or exceed the 
mean IQ of the white group with which the blacks are being com
pared.) The comparison is between black overlap shown in the pub
lications of the past 20 years with black overlap in the World War I 
era. The studies were divided into two groups, Category A and Cat
egory B studies, with the Category B studies based more reasonably 
on representative data than those in Category A. The overlap in cat
egory B studies was 11%: in Category A studies, it was 23%. With a 
weighted mean of both groups together, the overlap was 16%. These 
figures, taken for the period 1951-1970, show no support of any 
change in overlap from the time of World War I, in spite of the tre
mendous improvement in the status of blacks documented by 
McGurk. He concluded by saying that 

at this moment, from the evidence since 1917-1919, it seems clear that 
there has been no measurable improvement in either the absolute or the 
relative intelligence of the negro .... Intellectually, the negro of today 
bears the same relationship to the contemporary white as did the negro 
of the World War One era to the white of that time. Socioeconomic 
changes have not resulted in a higher relative intellectual status for the 
negro. (pp. 33, 35) 

It is, of course, open to environmentalists to argue along two 
lines. One is that the changes that occurred during the 30 years inter
vening between the original period of testing and the later period 
were not relevant to intellectual improvements of blacks. This is not 
an argument that can be regarded as very strong because it does not 
specify precisely what the changes should have been that might 
have had the effect of making the gap smaller. It should be remem
bered that in the World War I period, blacks were limited to certain 
specified residential sections of most cities, usually in undesirable 
parts of the town. Generally, blacks were congregated in rural areas, 
and the available schools were underequipped, understaffed, and 
often difficult to get to. Blacks were limited in general social partici
pation; they were limited economically because there were only cer
tain jobs open to them even when they lived in the city, and these 
jobs were mostly menial. The income of blacks was therefore mark
edly restricted, and compared with the present, there was undoubt
edly strong cultural deprivation. Conditions have changed markedly 
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since then, blacks now being mainly city dwellers, schools being 
completely accessible to them, and their attendance indeed being 
required under compulsory school-attendance laws. Neither is black 
employment any longer restricted; indeed, employment laws are 
now biased in favor of the black through "affirmative action" pro
grams. If these changes, asked McGurk, have not produced any nar
rowing in the gap between black and white IQs, the environmental
ist hypothesis certainly has a difficult task of explanation. 

The second line open to environmentalists is to argue that many 
of the tests used were verbal, and that blacks are at a disadvantage 
in culturally biased tests of this kind. This argument is a very impor
tant one, and it is dealt with below. As far as this first deduction from 
the environmentalist hypothesis is concerned, we must conclude 
that the data tend to falsify it. 

The second argument to be taken up here relates to the differ
ences between American blacks and American whites observed on 
culture-bound, verbally weighted types of tests, as compared with 
nonverbal, "culture-fair" types of tests. If it is true that economic cir
cumstances related to such factors as educational disadvantages as 
well as cultural deprivation generally, are responsible fqr the poor 
showing of blacks, then it would seem to follow inexorably that 
when whites and blacks are compared on culture-bound and cul
ture-fair tests, blacks should do comparatively better on the culture
fair than on the culture-bound tests. McGurk analyzed results rele
vant to this question (1953b, 1978) and showed that verbally weighted 
test questions improved the blacks' test-scoring ability, as compared 
with whites. He listed a large number of relevant investigations, 
using many different tests. Table 1 gives an extract summary from 
McGurk, showing that, for each test or type of test used, there is 
greater overlap on the verbal than on the nonverbal subtests, the 

TABLE 1 
Degree of Overlap between Blacks and Whites on a Variety of TestsS 

Percentage overlap 

N Verbal Nonverbal Significance (%) 

WISC data 1,692 18 14 1 
WAIS data 506 19 16 10 
Wechsler-Bellevue data 279 21 16 20 
Miscellaneous data 1,202 19 14 1 
Total 3,639 19 15 1 

aFrom McGurk (1978), Table 7. 
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total for all different types of tests being 19% overlap for verbal and 
15% overlap for nonverbal tests. 

Describing the results in his Table 7, McGurk (1978) stated that 

for no test is the overlap for the non-verbal questions equal to or higher 
than the overlap for the verbal questions ... superiority of the negro's 
verbal scores over his non-verbal scores is significant beyond the 1 % level. 
This is an absolute denial of the contention of many social scientists that 
verbal test material penalises the negro in his psychological test perfor
mance. (p. 161) 

In another study, McGurk (1951) asked a panel of 78 judges, well 
qualified in psychology and sociology, to classify 226 items from a 
number of well-known standarized tests of general intelligence into 
one of three categories according to their degree of involvement of 
cultural factors. The 184 items on which there was the highest agree
ment among the judges as to their being most or least cultural were 
administered as a test to large numbers of white and black high
school pupils. It was found that the mean white-black difference on 
the test comprised of items classified as "least cultural" was almost 
twice as great as the mean white-black difference on the test com
prised of items classified as "most cultural." Clearly there must be 
some property on which these two classes of items differed, besides 
their judged cultural loadings, that would account for this unex
pected result. It can hardly be argued that the blacks were the more 
culturally advantaged group with respect to the item content of these 
traditional test items. 

A similar result was reported by Jensen (1973), who adminis
tered two tests to white, black, and Mexican-American children from 
6-12 years of age. One was the Peabody Picture Vocabulary Test 
(PPVT), a typical culture-bound test; the other was the Progressive 
Matrices, a typical culture-fair test. According to their socioeconomic 
status, the Mexican-Americans were bottom, the blacks intermediate, 
and the whites top. This ordering appeared in the PPVT IQ but not 
in the matrices scores; on the former, the blacks were clearly supe
rior; on the latter, the Mexicans. 

When children were equated with respect to their PPVT scores, 
then Mexican-Americans scored higher on the matrices than did the 
white or the black children; this scoring was consistent with the cul
tural deprivation hypothesis. But the blacks went in exactly the 
opposite direction: they scored lower than Mexican or whites. In 
other words, this combination of tests made it possible to demon
strate cultural effects on IQ (as shown by the results achieved by the 
Mexicans) but failed to demonstrate any such effects in the case of 
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the blacks. Black pupils do better, relative to whites and Mexican
Americans, on the more culture-loaded than on the culture-fair test. 
It would seem very difficult to account for these findings about black 
children in purely environmental terms. Other studies reported by 
Jensen (1980a) give similar results; they suggest strongly that, 
although cultural and socioeconomic factors disadvantage Chicanos, 
they do not disadvantage blacks and may even have the opposite 
effect on the test scores of blacks. This deduction from the environ
mentalist hypothesis, too, therefore fails to make the correct 
predictions. 

In a study by Reynolds and Gutkin (1981) to be described in detail 
later, blacks and whites were matched on four demographic vari
ables, including SES. The results from a multivariate analysis of vari
ance indicate that a significant discrepancy still existed between the 
performance of the black and the white groups on the WISC-R. Sig
nificant differences were found on every subtest with the exception 
of digit span, as well as on the more global indices (verbal, perfor
mance, and full-scale IQsl. Whites exceeded blacks in each instance. 
The differences quite consistently ranged from .5 to .7 standard 
deviations. This finding again speaks against the environmentalist 
hypothesis because the study effectively equated black and white 
children on important demographic variables that, according to the 
environmentalist hypothesis, should account for most, if not all, of 
the observed differences. Yet, differences of around 9-10 points of IQ 
still remained even after such equalization. 

Other investigators (e.g., Kaufman, 1973) have found similar 
results; summaries are given in Shuey (1966) and Tyler (1965l. It is 
clear that equating for socioeconomic status and other important 
demographic differences only reduces black-white IQ differences by 
something like one-third of a standard deviation. In the Reynolds and 
Gutkin (1981) study, for instance, the full-scale IQ of the blacks was 
87 and that of the whites 99, leaving a difference of 12 points instead 
of 15. This finding suggests that environmental changes bringing up 
the socioeconomic status of blacks to the level of whites would 
reduce the IQ difference by only 3 points. 

It may, of course, be objected that the variables on which the 
groups were matched are not the truly important environmental 
variables, but such an objection encounters two difficulties. The first 
one is that traditionally it was precisely socioeconomic status-and 
all that follows from it by way of educational disadvantages and so 
on-that was cited as the main environmental cause of the black IQ 
deficit. The data fairly decisively disprove this original hypothesis. 
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Any alternative hypotheses would have to be much more precise 
than simply to vaguely suggest alternative environmental factors of 
a more subtle kind; the hypothesized factors would have to be indi
cated sufficiently clearly to make testing possible. 

The other difficulty in such a view is that the observed change 
in IQ difference with socioeconomic status matching is in good 
accord with other indicators of the relative lack of importance of 
environmental factors in determining IQ differences. A good exam
ple is the study by Firkowska, Ostrowska, Sokolvoska, Stein, Susser, 
and Wald (1978), in which they studied the effects ofIQ variability of 
the political decisions made in Poland with respect to the rebuilding 
of Warsaw after World War II. Completely egalitarian principles 
were used in allocating housing, educational, and medical facilities, 
in the hope that such policies would lead to a less varied distribution 
of intelligence. The outcome showed that these policies had little 
effect on the variability of IQ. The study is important because, in 
interpreting it, we are not faced with the difficulties of having to 
incorporate a rather imprecise variable, namely, racial conscious
ness; if strict equalization of opportunities and socioeconomic, edu
cational, and medical background has little effect on the variance of 
IQ test scores, then clearly we should not have expected any very 
different results from the Reynolds and Gutldn study. The data, 
whichever way we look at them, can be accommodated within an 
environmentalist framework only by ad hoc hypotheses of a rela
tively imprecise and nontestable kind. 

THE NATURE OF BLACK-WHITE IQ DIFFERENCES 

The next argument is not unrelated to the preceding one and 
may be regarded in some ways as a generalization of it. It fundamen
tally concerns what Jensen (1980b) has called "Spearman's hypoth
esis." Spearman (1927) commented on a study involving 10 different 
mental tests administered to large samples of black and white Amer
ican children, and he noted that the blacks, on the average, obtained 
lower scores than the whites on all 10 tests; he also noted, however, 
that the mean difference "was most marked in just those [tests] 
which are known to be most saturated with g" (p. 379). As Jensen 
(1980b) pointed out: 

Spearman's hypothesis that magnitudes of white-black mean differences 
on various mental tests are directly related to the tests' g loadings, if sub
stantiated by subsequent studies, would be an important and unifying dis-
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covery in the study of race differences in mental abilities. The Spearman 
hypothesis, if true, would mean that the white-black difference in test 
scores is not essentially attributable to idiosyncratic cultural or linguistic 
peculiarities in this or that test, but to a general factor that all mental tests 
measure in common, but which some tests measure to a greater degree 
than others. 

Such a view would stand in marked contrast to findings that 
indicate that racial groups differ from one another in such a way that 
different mean profiles or patterns of measured abilities are obtained 
by different groups on batteries of different tests. An earlier study by 
Lesser, Fifer, and Clark (1965) showed distinctly different patterns of 
ability for 6- to 8-year-old Chinese, Jewish, black, and Puerto Rican 
children in New York City on tests of verbal, reasoning, number, and 
spatial abilities. The literature on the topic was summarized by Will
erman (1979), and Jensen (1980a, pp. 729-736) discussed some of the 
inherent methodological problems involved in such studies. The 
main one of these is, of course, that if groups differ on general ability, 
and if different tests have different loadings on this general ability, 
the apparently differential patterning may reduce to nothing but an 
overall difference in g. 

Jensen (1980b) has subjected this hypothesis to a statistical study, 
drawing on published data by others, as well as data collected by 
him and his students. In each of these studies, groups of blacks and 
whites were administered batteries of tests or test items; Jensen car
ried out factor analyses to determine the loadings of tests or items on 
the general factor for each test with the degree to which each test 
was able to differentiate the white and the black subject tested1• Table 
2 gives a summary of Jensen's findings. In many cases, he was able 
to carry out independent factor analyses for the white and the black 
subjects, and in some cases, it was possible to do only a joint factor 
analysis. Fortunately, whenever factor analyses were done sepa
rately for whites and blacks, the results showed very high agree
ment; this finding speaks strongly against the second hypothesis 
given by Lynn (1978) to account for racial differences, namely, that 
tests give different results for members of different cultures. At least 
as far as American blacks and whites are concerned, the general 
finding is that factor analyses give practically identical results for 
these two groups. 

1The method used by Jensen (and by Reynolds &. Jensen, 1980, and Reynolds &. Gutkin, 
1981) is essentially an adaptation of the method of criterion analysis originally intro
duced by the writer (Eysenck, 1950) to aid in the testing of explicit hypotheses regard
ing the nature of a given factor and its relation to observed group differences. 
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TABLE 2 
Correlation between g Loading and Black and White Differences on a 

Variety of Intelligence Tests· 

Whites Pooled Blacks 

Nichols (1972) .69 .71 
Hennessy and Merrifield (1976) .74 
Osborne (1980) gf .56 .42 

gc -.24 -.02 
Veroff, McClelland, and Marquis (1971) .66 .60 
Jensen (1977) .47 .62 
Jensen (1980b): Children .78 
Jensen (1980b): GATB .88 

·From Jensen (1980bl. 
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It will be seen that, for all the groups tested, the results were in 
favor of Spearman's hypothesis, with some very high correlations 
between g loading and the ability to differentiate between the racial 
groups. The only difference from this general pattern is found in the 
crystalized ability tests administered by Osborne, where no relation
ship was found. Jensen commented on the unsatisfactory nature of 
the tests used by Osborne, and in any case, Spearman's hypothesis 
applies to fluid rather than to crystalized ability. (It should be noted 
that the environmentalist hypothesis predicts the opposite relation
ship, that is, a positive correlation for crystallized ability tests and a 
zero correlation for fluid ability tests.) Thus, the data summarized by 
Jensen strongly support Spearman's hypothesis. 

Two recent studies by Reynolds and Jensen (1980) and by Rey
nolds and Gutkin (1981) are relevant to this hypothesis. In the Rey
nolds and Jensen study, the WISC-R standardization sample of 2,200 
children between the ages of 6 and 16% years was used, a sample that 
contained 305 blacks. An attempt was made to match each of these 
children with a white child on the basis of age, sex, and full-scale IQ. 
Two hundred and seventy exact matches were made; thus, the 
matching procedure provided a more accurate, overall level-free pic
ture of the differences in pattern of performance between whites 
and blacks. Each of the subtests of the WISC-R, in addition to mea
suring a general factor of ability, also reliably measured certain more 
distinct abilities: broad group factors and narrow abilities that are 
specific to each subtest (Kaufman, 1975l. 

Table 3 shows the means and standard deviations of the scaled 
scores of the matched white and black groups on each of the subtests 
of the WISC-R, the mean group difference (D = white X - black X, 
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TABLE 3 
Performance on WISC-R Subtests of Groups of Blacks and Whites Matched 

on WISC-R Full-Scale IQa 

Whites Blacks 

WISC-R variable X SD X SD d> pc 

Information 8.24 2.62 8.40 2.53 -.16 0.54 
Similarities 8.13 2.78 8.24 2.78 -.11 0.22 
Arithmetic 8.62 2.58 8.98 2.62 -.36 2.52' 
Vocabulary 8.27 2.58 8.21 2.61 +.06 0.06 
Comprehension 8.58 2.47 8.14 2.40 +.44 4.27" 
Digit Span 8.89 2.83 9.51 3.09 -.62 6.03'" 
Picture Completion 8.60 2.58 8.49 2.88 +.11 0.18 
Picture Arrangement 8.79 2.89 8.45 2.92 +.34 1.78' 
Block Design 8.33 2.76 8.06 2.54 +.27 1.36 
Object Assembly 8.68 2.70 8.17 2.90 +.51 4.41" 
Coding 8.65 2.80 9.14 2.81 -.49 4.30" 
Mazes 9.19 2.98 8.69 3.14 +.50 3.60" 
Verbal IQ 89.61 12.07 89.63 12.13 -.02 0.04 
Performance IQ 90.16 11.67 89.29 12.22 +.87 0.72 
Full-SCale IQ 88.96 11.35 88.61 11.48 +.35 0.13 

aFrom Reynolds and Jensen (1980). 
bWhite X - black X. 
cdf. = 1,538. 

'p:s .10. 
"p:s .05. 

'''p:S .01. 

and the univariate F tests of the significance of the differences. Accu
racy of the matching is indicated by the verbal, performance, and 
full-scale IQs, which are also shown in the table. A multivariate anal
ysis of variance revealed with the patterns of the subtests' means dif
fered significantly between whites and blacks. Blacks, it will be seen, 
did not earn significantly higher scores on the verbal subtests, con
trary to the conclusions of Lesser et al. (1965) and Vance, Hankins, 
and McGee (1979); this finding indicates the need for controlling gen
eral level of intelligence. The data also fail to support claims of 
greater cultural bias in the verbal subtests of the WIse-R (Williams, 
1974). 

G factor loadings were obtained, although, because whites and 
blacks were intentionally matched on Wechsler full-scale IQ in this 
study, the Spearman hypothesis obviously cannot be completely 
tested with these data. However, one prediction was made from the 
Spearman hypothesis, namely, that for white and black samples so 
matched there should be a negative correlation between the absolute 
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(i.e., unsigned) mean white-black differences on the subtests and 
their g loadings. The correlation turned out to be - .67, which is sig
nificant at the 1 % level on a one-tailed test. Correction for unreliabil
ity lowered this correlation to - .64. The data therefore bear out 
Spearman's hypothesis. 

Reynolds and Jensen drew attention to two further aspects ofthe 
data relevant to the environmentalist hypothesis regarding black
white differences. As they pointed out, the WISC-R information, 
vocabulary, and comprehension subtests are frequently singled out 
for accusations of blatant cultural bias against blacks, yet of these 
three subtests, only comprehension is relatively more difficult for 
blacks: "The three subtests on which blacks had the highest level of 
performance (arithmetic, digit span, and coding) also form a triad 
that is frequently referred to in the clinical literature as freedom 
from distractibility." Numerous studies (see Kaufman, 1979) indicate 
tllat performance on these three subtests is adversely affected by an 
increase in the subject's anxiety level. Many critics of intelligence 
testing contend that black children, because of their unfamiliarity 
with such situations, become inordinately anxious during the admin
istration of an indivudual intelligence test, and that this anxiety par
tially accounts for the lower overall scores for these groupS.2 That 
black children earn their highest scores on those tests known to be 
the most disrupted by high anxiety levels argues strongly against the 
existence of any such effective mechanisms of bias against black 
children. 

Reynolds and Gutkin's 1981 study matched 285 pairs of black and 
white chilren on the WISC-R on four demographic variables (sex, 
socioeconomic status, region of residence, and urban versus rural 
residencel. Again, the Spearman hypothesis was tested by correlat
ing g loadings against test differences between blacks and whites on 
each subtest, and a correlation of .53 was found, which is not dissim
ilar from the correlations given in the Reynolds and Jensen study. 
The authors concluded "the differences in g account for a substantial 
proportion of the observed differences in test performance of blacks 
and whites" (p. 119l. It is apparent from these studies that g differ
ences are not the only ones that occur; the Reynolds and Jensen 
study makes it clear that there is a strong black deficit in spatial visu
alization skills, for instance. What the studies do not support, how-

z-rhe hypothesis that black children are more affected by anxiety than whites, and that 
this anxiety lowers their scores on tests of intellectual skills has been advocated by 
Minton and Schneider (1980) and Samuda (1975), among others. 



274 H. J. EYSENCK 

ever, is the usual belief that the verbal subtests inappropriately 
penalize blacks; the data from Reynolds and Gutkin 

are clearly inconsistent with such an hypothesis. When rank-ordered by 
difficulty or degree of black-white score differences, the sub-tests show an 
almost perfect alternation of verbal test and non-verbal test. After correc
tion for unreliability, four of the five most difficult tests were from the 
performance scale. (p. 179; see also Jensen & Reynolds, 1982) 

The studies summarized here seem to indicate on the whole 
that, as Jensen (1980a) suggested, "with our present evidence and 
lack of any proper profile studies ... it would be difficult to make a 
compelling argument that blacks and whites differ on any abilities 
other than g in both its fluid and crystallised aspects" (p. 732). This 
statement could be reworded so as to say that whites and blacks 
show relatively small or nonexistent differences in Jensen's Levell 
ability, and marked differences in his Level 2 abilities. In other 
words, compared with whites, blacks show little impairment in 
associative learning ability, but considerable disability in conceptual 
learning and problem solving. Such a generalization, if true, is diffi
cult to reconcile with an environmentalist hypothesis of the causa
tion of the differences. 

STUDIES FAVORING THE ENVIRONMENTALIST VIEW 

The next argument has been presented by Eyferth (1959, 1961) 
and Eyferth, Brandt, and Hawel (1960). It has been accorded great 
weight by Flynn (1980), who argued as follows: 

Let us imagine what would constitute an ideal test of whether the I.Q. gap 
between black and white is environmental. Imagine that: a random selec
tion of black men from America were transported to Germany, fathered 
children with a random sample of German women, and then were 
removed from the environment entirely, and a random sample of white 
men from America fathered children under exactly the same conditions. 
If the offspring of tpe black fathers and the offspring of the white fathers 
were found to have the same mean I.Q., this would constitute powerful 
evidence for an environmental hypothesis. (p. 84) 

The Eyferth studies of the offspring of black and white occupa
tion forces in Germany after World War II, born from late 1945 
through 1953, were based on approximately 4,000 children of black 
fathers born during this period and constituted a reasonably repre
sentative sample of 5% of these children. These children were 
matched with a larger population in terms of age, sex, socioeconomic 
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status of the mother or the foster parents, the number of siblings, the 
number of black children in the locale, type of schooling, and skin 
color. The total sample numbered 181, almost all of whom were 
from the lower class. They were compared with a control group of 
83 white occupation children; one white child was included for 
every two black children in a particular locale. Eyferth also 
attempted to control for relevant variables, in particular the socio
economic circumstances of the mother and family. 

A German version of the WIse was used, with the following 
results. White boys had a mean IQ of 101, white girls of 93; the overall 
mean was 97.2. Black boys had a mean IQ of 97, and black girls of 96; 
the overal mean was 96.5. Thus, the mean IQs of the two groups of 
children were virtually identical. These data, as they stand, do not 
suggest any important influence of the race of the father on the IQ of 
the offspring. Flynn noted a number of possible objections. The 
mothers were not a random sample of German women; the Ameri
can fathers were not a random sample of American whites and 
blacks because the U.s. Armed Forces had used selection tests that 
had a much higher failure rate for blacks than for whites; a minority 
of the fathers were of French rather than of American origin. Flynn 
made a strong case to show that these objections are not, in fact, insu
perable and do not damage the experiment sufficiently to make the 
results meaningless. On the face of it, therefore, the Eyferth studies 
constitute evidence that supports an environmentalist hypothesis. 

One possible objection to taking these results too seriously, how
ever, is Flynn's and Eyferth's failure to take into account heterosis, 
that is, the well-known "hybrid vigor" that increases the score of the 
offspring of interracial matings on traits or features involving domi
nant and recessive genes. IQ is known to involve almost complete 
dominance (Eysenck, 1979), and consequently, heterosis is a factor 
that would have increased the IQ of the children with black fathers 
but would have failed to do so for the children of white fathers. It is 
difficult to put this argument into a quantitative framework; the 
numbers involved are too small, in any case. It will be remembered 
that the difference in IQ between white boys and white girls in the 
Eyferth sample was 8 points and would almost certainly have arisen 
completely by chance. This means, conversely, that the failure of a 
large difference between black and white children to appear is com
patible with a "true" difference of several points. The standard 
errors involved are simply too large to make any quantitative argu
ment possible. We must conclude that the argument in favor of an 
environmental factor is strong but far fr()m conclusive. What would 
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be required to put it on a stronger footing would be (1) a testing of 
the total available population, rather than a small subsample, and (2) 
an investigation of the strength of heterosis effects as far as black
white marriages are concerned. Until such investigations are done, 
the argument remains inconclusive. 

Flynn asked us to look at this study in conjunction with such 
other studies as those of Witty and Jenkins (1936), in which little rela
tionship was found between IQ and degree of white admixture, and 
of Scarr, Pakstis, Katz, and Barker (1977), which shows the absence 
of a relationship between degree of white ancestry and intellectual 
skills within a black population. Flynn was aware of the objections 
to both studies, and until the former is replicated and the latter can 
deal with the objections raised by Loehlin, Vandenberg, and Osborn 
(1973), we can only regard these studies as equally inconclusive. 

ADOPTION STUDIES 

Adoption studies give us another example of what Flynn (1980) 
regarded as "direct" evidence in the nature-nurture controversy, as 
opposed to the "indirect" evidence presented in the first four argu
ments listed here. He put particular stress on the Scarr and Weinberg 
(1976) study of 101 families living in the state of Minnesota who col
lectively had 321 children 4 years of age and older, of whom 145 
were natural children and 176 were adopted children. All the adop
tive parents were white, and all had adopted at least one nonwhite 
child. The major results of the study are given in Table 4. 

The aim of the study was to assess the development of the IQ of 
black children raised in white home environments, and as Flynn 
pointed out, "therefore, this study falls within our category of direct 

TABLE 4 
Comparison of Adopted Children by Race" 

Time in 
Age at adoptive 

adoption home 
Race of parents N IQ (months) (months) 

Black-black 29 96.8 32.3 42.2 
Asian and Indian 21 99.9 60.7 63.8 
Black-white 68 109.0 8.9 60.6 
White-white 2.5 111.5 19.0 104.2 

"From Scarr and Weinberg (1976). 
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evidence on race and I.Q. although we must remember that it cannot 
simulate a total shift of environments for a variety of reasons" (p. 89l. 
The data undoubtedly show a shift upward in the I.Q. of the black
black (both parents black) and black-white (one parent black: one, 
white) children, due no doubt to the excellence of the adoptive 
homes: the adoptive parents were above average in level of educa
tion and had a mean IQ of 120. 

As regards the black-black children, the most likely expected IQ 
would be something like 89, thus suggesting that the adoption raised 
their IQ by about 8 points. The black-white children did appreciably 
better, and Flynn focused his argument on them. It is doubtful 
whether the data can bear the burden of his argument, however. 
The possibility that the admixture of white ancestry could have had 
a positive effect cannot be ruled out, and the possibility of heterosis 
is an ever-present one; hybrid vigor could have raised the black
white IQ level significantly above the black-black level. Nevertheless, 
one has to agree that the data suggest strong environmental effects, 
as the black-white figures are fairly close to the white-white figures. 
(The natural children of the adoptive parents had a mean IQof116.7.) 

Studies along similar lines, on which Flynn placed much confi
dence, are by Tizard (1974), Tizard, Cooperman, Joseph, and Tizard 
(1972), and Tizard and Rees (1974l. These deal with children of West 
Indian parents in England who were sent to long-stay residential 
nurseries. The first group of children tested were aged from 24 to 59 
months, lived in the nursery at least 6 months, had a healthy medical 
record, and were not considered handicapped by their doctors. 
There were 85 of these children, all illegitimate, and most had been 
admitted to the residential nursery as infants, 86% of them before the 
age of 24 months. The second group tested were all the available chil
dren aged 4.5 years who had been admitted to any of the residential 
nurseries of three voluntary societies by the age of 4 months and had 
remained there until at least the age of 2 years. There were 64 of 
these, and at the time of testing, 25 were still living in the nurseries, 
24 had been adopted, and 15 had been restored to their natural 
mothers. 

The general findings can be summarized by saying that, in the 
first group, the white-white children did less well than the black
white and black-black children, who had essentially similar scores 
on the Reynell Comprehension, the Reynell Expression, and the Min
nesota Non-Verbal Tests. The scores were rather variable, with the 
differences between the groups averaging about 4 or 5 points. In the 
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second group also, the white-white children did less well than the 
black-white or the black-black children. Flynn suggested that the 
good quality of the institutions in question and their equalizing influ
ence were responsible for the results. It is difficult to see why these 
factors should produce higher IQs among black-white and black
black children, but above all, it must be very doubtful whether so
called IQ tests adapted for children under the age of 6 really measure 
anything we would call intelligence; the prediction of adult IQ from 
baby tests is notoriously poor (Eysenck, 1979), and this fact must 
undermine any interpretation of these data. It is to be hoped that the 
children will be retested at the age of 10 or older; these figures should 
tell us a great deal about the actual effects of early nursery education. 
Failing such follow-up, one can regard the data as intriguing and 
challenging, at best; they certainly fail to disprove the possibility of 
genetic differences. 

MISCELLANEOUS ARGUMENTS 

We must now turn to a miscellaneous group of arguments that 
have often been made, but that are now of little interest because they 
seem to have been fairly decisively settled. The first of these is the 
question of the race of the tester: It has been suggested that blacks 
may do poorly on IQ tests because white testers may make them ner
vous, produce inferiority feelings, reduce motivation, and in other 
ways sabotage their efforts. There are now some 30 studies to show 
that, although the personality of the examiner may have some slight 
effect, he or his color does not; in the overall results, there is no evi
dence that white examiners cause black children to do less well than 
black examiners, or that black examiners cause white children to do 
less well then white examiners (Jensen, 1980al. 

Another effect that has been suggested as producing racial differ
ences is the so-called Pygmalion effect. In their book, Pygmalion in 
the Classroom, Rosenthal and Jacobson (1968) suggested that low per
formance of pupils on IQ tests resulted from teachers' expectations; 
these in turn came from considerations of the pupils' race or social 
class and other sociological and biological background variables. 
This hypothesis has achieved wide acceptance, but these authors' 
method of collecting data and their analysis of these data have been 
discredited by competent critics, and many studies carried out to rep-



EFFECI' OF RACE ON ABIlJTIES AND TEST SCORES 279 

licate their findings have failed to do so. On the basis of present evi
dence, we must disregard the Pygmalion effect on IQ as unproven 
(Eysenck, 1979). 

We have already referred to the frequent suggestion that black 
children may be unduly anxious in taking IQ tests, and that this anx
iety may be reflected in low scores. The evidence quoted above from 
the Reynolds and Jensen (1980) study, showing that black children 
earn their highest scores on those tests known to be the most dis
rupted by high anxiety levels, argues strongly against the existence 
of any such affective mechanisms of bias against black children. This 
hypothesis, too, must therefore be rejected as being contrary to the 
evidence. The Reynolds and Gutkin (1981) study, giving similar 
results, further supports this conclusion. 

Another argument often put forward is that the well-known 
Heber studies, in which extraordinary efforts were made to upgrade 
the IQs of prospectively low IQ black babies, demonstrate the 
absence of genetic racial effects (Garber &. Heber, 1981). The many 
criticisms made ofthis study (Eysenck, 1979) would make such a con
clusion impossible, and in any case, the amount of improvement 
achieved was just within the limits of the 20% environmental influ
ence allowed for by the genetic-environmental interaction 
hypothesis. 

Another argument frequently put forward is that populations in 
deprived cultures lack test practice or test sophistication. Lloyd and 
Pidgeon (1961) attempted to test this hypothesis using European, 
Negroid and Indian children in South Africa. They found that, after 
coaching on the principles ofthe tests, the European children gained 
10.6 points, the Negroid children 14.6 points, and the Indian children 
6.1 points. The authors believe that these differences showed that the 
tests were not culture-fair, but as Lynn (1978) pointed out: 

This inference does not seem to follow. It is not part of the theory of cul
ture-fair tests that the principles involved in the problems cannot be 
acquired by coaching. In this study, on first testing, the European chil
dren obtained a mean IQ of 103, and the Negroid and Indian children a 
mean I.Q. of 87. The point here is that the European children were better 
at seeing the principles of the tests for themselves when the test was first 
given. And even after the principles of the test had been explained, the 
European children still scored substantially higher on the test, and the 
gap was hardly diminished. One conclusion indicated by this study is that 
neither practice nor coaching do [sic] much to reduce the superiority of 
children of Northern European origin on intelligence tests. (p. 279) 

Many other alleged sources of bias are discussed in Jensen's book 
(1980a), and it would be a task of supererogation to repeat his argu-
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ments. On the whole, it must be said that the biases alleged so fre
quently to exist and to make comparison between blacks and whites 
impossible have not been demonstrated in actual experimental stud
ies, and that, until they are, such comparisons-must remain mean-
ingful and interpretable. . 

FUTURE RESEARCH 

Having now surveyed the major arguments in favor of the dif
ferent positions, we may ask ourselves some questions about the 
direction of future research. There are two major ways in which 
such research may be conducted. The first, and the most obvious, is 
of course the continuation of research along the lines already 
pioneered, but with improvements of the kind occasionally sug
gested during the discussion of the various lines of research. For 
example, many of the studies could benefit greatly by having larger 
numbers of subjects, although the difficulty of obtaining the proper 
subjects must be freely acknowledged. Another desirable improve
ment would be for researchers to obtain far more information on 
environmental factors related to socioeconomic status, particularly 
the actual intellectual atmosphere within given families and the 
amount of verbal interaction between mother and child. Another 
improvement would be for researchers to take into account factors 
such as heterosis and, if possible, to obtain quantitative estimates of 
the amount of heterosis actually present in given black-white or 
other cross-culture matings. The list of such improvements is almost 
endless, and no doubt future reserach will benefit from the criticisms 
made of past work. However, something more is clearly needed if 
we are to have any semblance of consensus on these matters. 

What is needed most of all, as has been pointed out several times 
before, is for the environmentalists to state their hypotheses in a 
clear, concise, and testable manner. In the past, what has happened 
has been that faith has been placed in such factors as socioeconomic 
status and educational facilities. As research demonstrated that these 
factors were of relatively minor importance, ad hoc alternative 
hypotheses were suggested, often in so nebulous a form that no 
proper testing could be carried out. It seems desirable for those who 
maintain a 100% environmentalist hypothesis to realize that the bur
den of proof is on them, and that it is they who are required not only 
to state hypotheses, but also to demonstrate that these can carry the 
burden put upon them. The complete rejection of any form of 
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genetic hypothesis on the basis of hypothetical and rather nebulous 
environmental factors is not the best way to carry out a scientific 
attack on this very complex and difficult problem. Both sides of the 
controversy must recognize that there are anomalies and difficulties 
attached to to their positions and must attempt to resolve these, in 
harmonious joint research, if possible. Taking up adversary posi
tions, as has so often been done in the past, is appropriate to legal, 
not scientific, disputes. 

Although fully agreeing that such improvements in present-day 
types of research would be useful and desirable and would undoubt
edly throw much light on the subject, the present author feels that 
an alternative approach has even more to offer. In the nature of 
things, the use of tests that are inevitably culture-laden, even if to 
varying degrees, must lead to very complex experimental designs 
and statistical arguments, and whether agreement can ever be 
reached on such a basis has seemed doubtful to many knowledge
able observers. An alternative might be to search for noncognitive 
tests of cognitive ability, that is, tests that are not subject to the limi
tations of orthodox IQ tests, but that measure fundamental and pos
sibly genotypic properties of the nervous system directly. There is a 
long history of such tests, beginning with Sir Francis Galton, who 
suggested the use of simple reaction times. The writer (Eysenck, 
1981) has given a brief account of such measures and has in particu
lar suggested the use of psychophysiological measures of intelli
gence, basing this suggestion on the obvious corollary of the genetic 
determination of individual differences in intelligence, namely, that 
such differences must ultimately be based on anatomical, physiolog
ical, and biochemical differences in the CNS. 

In contrast to earlier studies, more recent work has shown that 
measures of reaction times (particularly complex reaction-time mea
sures and measures of variability of reaction time) can give good cor
relations with IQ and that the use of inspection time measures (using 
backward masking techniques) has given spectacularly high corre
lations of .80 or thereabouts with IQ (Eysenck, 1981l. Similar work 
has been reported by Lehr (1980), Lehr, Gallwitz, and Blaha (1980), 
and Lehr, Straub, and Straub (1975), on a different kind of inspection 
task. Such tests could form the basis of a study of cross-cultural dif
ferences independent of educational and cultural factors or of socio
economic status. 

The early studies of Bastendorf (1960) on palmar skin conduc
tance, of Barratt, Clark, and Lipton (1962) on critical flicker fre
quency, and of Ertl and Schafer (1969) on latency of evoked potentials 
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all have given positive results that indicate that significant correla
tions between psychometric intelligence and physiological measures 
exist. 

None of these approaches has proved practically useful because 
the correlations, although interesting, are not high enough so that 
any of these measures can be used directly in cross-cultural studies 
(inspection time techniques excepted). Furthermore, there is little in 
the way of theory to integrate them with what is known about intel
ligence. The situation has changed through the work of Hendrickson 
and Hendrickson (1980), who proposed a theory of information pro
cessing through the cortex, and who derived from it a physiological 
measure, using the auditory evoked potential, which differs from the 
usual latency and amplitude measures. Essentially, the theory main
tains that, when information is processed through the cortex, errors 
occur (probably at the synapse), and that there are individual differ
ences in error-proneness that lead to differences in IQ in the sense 
that the higher the IQ, the lower the error-proneness of the individ
ual. Because evoked potentials (because of their poor signal-to-noise 
ratio) tend to be averaged over a number of time-locked trials, indi
viduals who are error-prone tend to produce averaged potentials 
(AEP), which lose some of the complexity that is preserved by sub
jects who are less error-prone; consequently, the measure of com
pexity (or of intrasubject variability) could be used as a direct index 
of error-proneness, and hence of IQ. 

A recent study of 219 schoolchildren by Hendrickson (1982) gave 
a correlation of the WISC with evoked potential measures of .83 and 
a factor analysis of the 11 Wechsler subtests, together with the 
evoked-potential measures, showed that, on the general factor of 
intelligence, the evoked potential had a loading of .91, much higher 
than any of the individual Wechsler scales. Tests of adult subgroups 
gave similar results, and it would seem that we have here a physio
logical measure that measures intellectual ability better than tradi
tional tests, and without contamination by educational, cultural, or 
social factors of tl}e kind that partly determine success on traditional 
IQ tests (Eysenck, 1981, Eysenck & Barrett, in preparation). 

The use of such tests together, perhaps, with inspection time and 
some reaction time measures, would give us an index of intelligence 
much closer to the genotype than traditional IQ tests, and such a bat
tery of tests could therefore be used with great advantage to settle 
some of the questions that have been raised about cross-cultural dif
ferences. The writer has suggested a paradigm that would govern 
such research (Eysenck, 1981). Consider two populations, differing in 
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race or socioeconomic status. Let us suppose that the difference 
between the two groups is one standard deviation on the Wechsler, 
Binet, or some other IQ test. Let us now test the two groups by means 
of the AEP, the inspection time, or the reaction time paradigm. 
Assuming that variance on the Wechsler test is contaminated to the 
extent of 20% by environmental factors, whereas the AEP is a pure 
measure of genotype (or almost sol, we should be able to predict the 
observed difference on the AEP, all differences, of course, being 
expressed in standard scores. We would predict a reduction in stan
dard score difference on the AEP, corresponding to the loss of 
enviornmental determination present in the traditional test, and the 
loss could be quantitatively predicted with some degree of accuracy. 
In a preliminary study (Eysenck, 1982l, the writer has indeed found 
that a predicted reduction in differentiation between two SES groups 
occurred at a high level of significance. No work on different racial 
groups has as yet been reported. 

Such a design should enable us to test directly the conclusions 
derived by Jensen (1973) from his study of 1,703 white, Mexican
American, and black schoolchildren in California, using the culture
fair Raven's Matrices and the culture-biased Peabody Picture Vocab
ulary Test. Jensen argued that "California Orientals bear a similar 
relationship to whites as the Mexicans bear to the Negroes, that is, a 
higher average genotype and lower average environmental advan
tages" (p. 312). Translated into the terms of a comparison of group 
differences on IQ and AEP measures, this suggests that as compared 
to whites, Orientals and Mexicans would show smaller differences 
on AEP than on IQ, whereas Negroes would show larger differences. 
Such a study, given a proper selection of cases, would be well within 
the realm of possibility at the present time, and it would undoubtedly 
throw new light on this whole controversy. 

SUMMARY AND CONCLUSIONS 

It is difficult, if not impossible, to summarize a discussion that is 
itself a summary of a very large and disputatious literature. However, 
certain generalizations may be made with some confidence: 

1. There is no doubt that differences in IQ exist between different 
racial groups, and also within single racial or even national groups. 

2. Some of these differences, particularly insofar as they occur 
within fairly homogeneous national groups, are probably due to 
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emigration, but this theory is less likely to account for cross-cultural 
differences. 

3. There is a general decline of IQ mean scores, ranging from the 
Mongoloid races, particularly the Chinese and the Japanese, through 
Northern European Caucasoids and their descendants, to Southern 
European Caucasoids and Indians, to Malays and Negroid groups. In 
each case, it should, of course, be remembered that, even within a 
given racial group, there may be, and frequently are, differences 
between one subgroup and another. 

4. There is a close correlation between the IQ level of given 
groups, their socioeconomic status, and their degree of cultural 
achievement. Neither the fact of the observed differences nor the cor
relation with SES and cultural achievement tells us anything directly 
about the direction of the causal arrow: that can only be determined 
by special experimental studies. 

5. The major hypotheses in the field are the environmental 
hypothesis (which states, essentially, that all human races, ethnic 
subgroups, and nations are genetically equal in intelligence, and that 
all observed differences are due to environmental factors of one kind 
or another) and the interactionist hypothesis (which states that 
genetic as well as environmental causes are active in producing dif
ferences in IQ between different groups). 

6. Direct experimental evidence regarding genetic factors is lack
ing and may be impossible to obtain. The observation of heterosis 
effects (hybrid vigor) might constitute an exception to this rule, but 
other suggested methods have not been found acceptable by com
petent critics. 

7. We are thus left with circumstantial evidence, depending 
largely on the testing of specific environmental hypotheses, such as 
the effects of the race of the examiner, of socioeconomic status, of 
nutrition, of educational facilities, or of other environmental factors. 
Insofar as these can be shown to be effective in producing differ
ences, the environmentalist hypothesis is strengthened; insofar as 
they can be shown to be inoperative, or less powerful then expected, 
the interactionist hypothesis is strengthened. Clearly, a quantitative 
analysis of effects is of the essence; the interactionist would expect, 
like the environmentalist, that these factors have some effect; he or 
she would merely expect that the effect does not account for all of 
the observed differences. 

8. Some of the facts that seem to contraindicate a purely environ
mentalist hypothesis are that there seems to have been no change in 
overlap between American blacks and whites over the last 50 or 60 
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years, in spite of a relative improvement of the educational and socio
economic position of the blacks; that blacks do better, or at least not 
worse, on verbal and culture-bound tests than they do on culture-fair 
tests; that the differentiation between American blacks and whites 
seems to be highest on tests having the highest g loadings and poor
est on those having the lowest g loading; that even matching for 
socioeconomic status leads to only a slight lessening of the differ
ences between American blacks and whites; and that, on tests made 
by white middle-class psychologists, nonwhite, non-middle-class 
populations of Chinese or Japanese origin actually do better than the 
white populations for whom the tests were originally made. Thus, 
Chinese children in Singapore had a mean score of 110 IQ points on 
the British-made Matrices Test, although the average per capita 
income in Singapore was less than half that in Great Britain, and less 
than a fifth that in the United States (at the time the children were 
bornl. At the same time, Malays attending the same schools had an 
IQ of 96, although not apparently differing from the Chinese in edu
cational facilities or SES (Lynn, 1977al. 

9. The environmentalists' position is difficult to support because 
it requires proof of the absence of genetic effects, which is method
ologically an extremely difficult thing to obtain. Thus, even studies 
that have been cited as supporting the environmentalist position, 
such as studies of children fathered by black and white American 
groups in Germany, or studies of adopted children of black and 
white parentage, show only that there is some environmental effect; 
they cannot exclude genetic effects. 

10. This methodological difficulty is compounded by the fact that 
environmentalist hypotheses are seldom stated in an unambiguous, 
specific, and testable manner. Such precision of statement is a sine 
qua non of the proper scientific investigation of a given theory. 

11. It is suggested that, although no certain conclusions can be 
drawn from the evidence so far available, the trend of the results 
reported is, on the whole, in favor of some form of genetic differen
tiation between racial groups, responsible for some but certainly not 
all of the observed differences. Quantitative estimates of the degree 
of genetic involvement are hazardous in the extreme, and none are 
attempted here. 

12. It is suggested that future work follow two lines. One is to 
improve the existing paradigms, to use larger numbers, to improve 
the rigor of the design, and to collect more detailed and relevant data. 
The alternative (or, more likely, complementary) method would be 
to make use of the recent studies that directly measure the underly-
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ing physiological properties of the CNS closely related to IQ. The bur
den of the discussion is that those who declare the problem to be 
ultimately insoluble are wrong, and that methods exist that could 
give us a satisfactory answer if they were applied with sufficient 
rigor. The fact that at present no definitive answer exists does not 
contradict this belief. Perhaps the best final word at the moment is a 
quotation from Sir Francis Bacon: "If a man will begin with certain
ties he shall end in doubts; but if he will be content to begin with 
doubts, he shall end in certainties." 
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CHAPTER NINE 

What Is a Racially and Culturally 
Nondiscriminatory Test? 

A Sociological and Pluralistic Perspective 

JANE R. MERCER 

INTRODUCTION 

Public Law 94-142 (Section 61.2[5] [C) of the Education of the Handi
capped Act) mandated, for the first time, racially and culturally non
discriminatory assessment procedures in the identification of "hand
icapped" children to be served by federally funded programs. Each 
state is to establish 

procedures to assure that testing and evaluation materials and procedures 
utilized for the purposes of evaluation and placement of handicapped 
children will be selected and administered so as not to be racially or cul
turally discriminatory. Such materials or procedures shall be provided 
and administered in the child's native language or mode of communica
tion, unless it clearly is not feasible to do so, and no single procedure shall 
be the sole criterion for determining an appropriate educational program 
for a child. 

Ancillary documents, such as the Senate Report (No. 94-168, Educa
tion for All Handicapped Children Act, June 2,1975, pp. 26-29), indi
cate that the law is concerned with the "erroneous classification" of 
children variously described as "non-English-speaking," "poor," 
"minority," and "bilingual." 

JANE R. MERCER. Department of Sociology, University of California, Riverside, Cal
ifornia 92521. 
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The term nondiscriminatory is not defined explicitly in the stat
ute or the Federal Register, which provides the guidelines for imple
menting the law (Tuesday, August 23, 1977, Part m. The clearest def
inition of the concept available in the government documents 
appears in the discussion of the "erroneous" classification of chil
dren with physical handicaps: 

Tests are selected and administered so as best to ensure that when a test 
is administered to a child with impaired sensory, manual, or speaking 
skills, the test results accurately reflect the child's aptitude or achieve
ment level of whatever other factors the test purports to measure, rather 
than reflecting the child's impaired sensory, manual, or speaking skills 
(except where those skills are the factors which the test purports to mea
surel. (Federal Register, 121a,532 [en 

This statement can be rephrased to apply to racial and cultural fac
tors as well. It would read: 

Tests are selected and administered so as best to ensure that when a test 
is administered to a child from a cultural background markedly different 
from the background assumed by the test, the test results accurately 
reflect the child's aptitude or achievement level or whatever other factors 
the test purports to measure, rather than reflecting the child's cultural 
background (except where that background is the factor which the test 
purports to measure). 

In short, is the test measuring what it purports to measure or is the 
test measuring, to some extent, the child's physical impairment and! 
or cultural background? 

In addition, the Federal Register specified that tests and other 
evaluation materials shall "have been validated for the specific pur
poses for which they are used." The term validation, however, is 
undefined, and the procedures for validating any particular measure 
for a specific purpose are not specified. The purpose of this chapter 
is to propose, explicitly, a general definition of a "racially and cultur
ally nondiscrimina.tory" test and to propose the set of criteria that a 
test ought to meet to be considered nondiscriminatory. It is perhaps 
unfortunate that the framers of the legal code used the term nondis
criminatory because the purpose of any set of testing procedures is, 
precisely, to "discriminate." Nevertheless, their intent is quite clear. 
A test should "discriminate" along those dimensions that it purports 
to measure but should not differentiate or discriminate students 
along dimensions that the test does not purport to measure, such as 
the extent of a student's visual or auditory impairment or the partic
ular linguistic and sociocultural setting in which the student is being 
reared. 
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Jensen (1980) did not use the phrase "racially and culturally non
discriminatory." Instead, he wrote of test "bias" and test "fairness," 
and he differentiated them as follows: 

In psychometrics, "bias" is a general term and is not limited to "culture 
bias." It can involve any type of group membership-race, social class, 
nationality, sex, religion, or age. The assessment of "bias" is a purely 
objective, empirical, statistical and quantitative matter entirely indepen
dent of subjective value judgments and ethical issues concerning fairness 
and unfairness and the uses to which they are put. Psychometric bias is 
a set of statistical attributes conjointly of a given test and two or more 
specified subpopulations. As we shall see in terms of certain criteria of 
fairness, unbiased tests can be used unfairly and biased tests can be used 
fairly. (p. 375) 

Jensen sees "bias" as a statistical attribute of a test that relates to 
its "predictive validity and construct validity" as concepts that are 
somehow divorced from the uses made of a test, which may be "fair" 
or "unfair" according to a separate set of criteria. The law makes no 
such distinction when it states that evaluation materials shall "have 
been validated for the specific purposes for which they are used." 
Validity and use are linked, inextricably, in the legal mandate. They 
are also linked logically in the assessment process as it operates in 
the real world. Hence, the distinction between bias and fairness is 
not utilized here in the proposed working definition; rather, the con
cepts are integrated into a single model. This model formulates a set 
of operational definitions for the concepts of "racially and culturally 
nondiscriminatory" and of test "validation," that reflect the accu
mulated wisdom of the psychometric tradition but are also attuned 
to the complexities of the cultural pluralism that currently charac
terizes American society and the social context in which tests are 
used to make decisions about individual life trajectories: The purpose 
of this chapter is to propose a set of working definitions and to illus
trate their operation by applying them to data collected for the 
Wechsler Intelligence Scale for Children (WISC-R-Wechsler, 1974). 

The proposed working definition of a "racially and culturally 
nondiscriminatory test" includes most of the elements discussed by 
Jensen under the rubrics of test bias and test fairness but adds other 
elements that he did not include. It reorganizes these elements into 
a general framework that more closely approximates the intent of 
the law and specifies precisely the statistical criteria that I believe 
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should be met before a test can be considered //racially and culturally 
nondiscriminatory." Whenever possible, traditional terminology has 
been preserved. However, as noted by Messick (1980l, the term valid
ity has been used in so many different contexts that it has become 
relatively meaningless as a generic term and derives its content from 
the adjective used to describe the type of validity intended. For this 
reason, this discussion uses the term only when accompanied by a 
specific modifier and in relation to the particular purpose for which 
a test is being used. 

The definition of a racially and culturally nondiscriminatory test 
proposed in this paper is as follows: 

Testing procedures are racially and culturally nondiscrimina
tory when they have (1) equal internal integrity and (2) equal exter
nal relevance for the groups on whom the procedures are to be used. 
Equal internal integrity requires that a test have (a) equivalent relia
bilities; (b) equivalent stability; (c) equivalent item patterning; and (d) 
equivalent intercorrelational and/or factor patterns for all the 
groups on which it is to be used. Equal e((.ternal relevance requires 
that a test have similar relevance to the purpose for which it is being 
used for all groups on which it is to be used. There are four major 
purposes for testing: (a) When a test is being used to measure organic 
functions, it should have equal biological relevance for all groups; (b) 
when a test is used to measure the level of knowledge or skill the 
individual has in a particular area, the test must have equivalent con
tent relevance for all groups; (c) when used to predict future perfor
mance in an academic, job, professional, or other role, the test must 
have equivalent pragmatic/predictive relevance for all groups; and 
(d) when used to measure an abstract construct or a theoretical trait, 
the test must have equivalent construct relevance for all groups, and 
the form taken by the construct validation must be congruent with 
theoretical and working definitions of the construct purportedly 
being measured. 

After a brief description of the research procedures used to col
lect the WISC-R data used to illustrate the above definition, the dis
cussion proceeds to a point-by-point elucidation of the proposed cri
teria. Each section indicates the similarities of and the differences 
between the proposed working definition and the position proposed 
by Jensen (1980). 

RESEARCH DESIGN 

A parent was interviewed and a WISC-R was administered to 627 
black, 617 Hispanic, and 669 white students 5 through 11 years of age 
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who were selected on a random probability basis from the California 
public-school population during the 1973-1974 school year. Each eth
nic sample was independently selected to be representative of that 
ethnic group in the school population. Identical three-stage ~ampling 
procedures were used: individual students within elementary school 
within school districts. All examiners had been trained in regular 
university courses designed to train persons to administer individual 
tests and were also given additional training by the project to assure 
standard procedures. About half were fully credentialed, working 
school psychologists. The other half were in advanced graduate 
training in school psychology. All but one of the psychologists was 
white. Hence, the tests were administered under conditions similar 
to those that currently prevail in most American public schools. All 
tests were administered in English. After interacting with each His
panic student, the psychologist made a clinical judgment concerning 
the adequacy of the student's mastery of English for the purposes of 
testing. If judged inadequate, the student was not tested. To discour
age testing students having a marginal comprehension of English, 
the psychologists were paid for testing the student, even if the stu
dent was not actually tested. Less than 30 students were dropped 
from the Hispanic testing sample because of insufficient command of 
English. Details of the sample design and field procedures are 
described elsewhere (Mercer, 1979b)' 

EQUAL INTERNAL INTEGRITY 

The first set of criteria used to determine if a test is racially and 
culturally nondiscriminatory relates to the extent to which the test 
procedures have equivalent internal integrity for all the groups on 
whom the procedures are to be used. Internal integrity refers to the 
robustness, the stability, and the coherence of the testing procedures 
as a measurement instrument. Traditionally, there have been four 
basic approaches to measuring scale integrity: (1) determining scale 
reliability and the standard error of measurement of scaled scores; 
(2) determining scaled score stability, usually by test-retest proce
dures; (3) determining item patterning by looking at difficulty levels 
and increments in difficulty levels between items; and (4) ascertain
ing item consistency by examining intercorrelations among items, 
between subscales and total scores, and between items and total 
scores and/or by conducting a factor analysis of the items. Opera
tionally, to have equivalent internal integrity for two or more 
groups, a test must have (1) equivalent reliability for all groups on 
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which it is to be used; (2) equivalent stability; (3) equivalent item pat
terning; and (4) equivalent coherence. We will now examine our data 
for the WISC-R on the three samples. 

CRITERION 1: EQUIVALENT RELIABILITY 

The WISC-R Manual (Wechsler, 1974, Table 9) presents reliability 
coefficients for 11 age groups obtained by the split-half technique, 
with correction for the full length of the test by the Spearman
Brown formula, for each subtest except Coding and Digit Span. 
Whites and nonwhites were included in the sample in the same pro
portion found in the 1970 Census for each age range tested. Non
whites were defined by Wechsler (Wechsler, 1974, p. 17) as "blacks 
and also other nonwhite groups such as American Indians and Ori
entals. Puerto Ricans and Chicanos were categorized as white or non
white in accordance with visible physical characteristics." No sepa
rate analysis is presented for the "white" and "nonwhite" groups. 

Table I, Column I, presents the average reliability coefficient for 
all 11 age groups reported by Wechsler for each subtest, except Cod
ing and Digit Span. Columns 2, 3, and 4 present the reliability coeffi
cients for the white, Hispanic, and black students in our samples 
based on Cronbach's alpha. The reliabilities for the three groups are 

TABLE 1 
Reliability Coefficients" for WISC-R Subscales for Black, Hispanic, and White 

Elementary-School Students 

WISC-R 
Elementary-school students sample 

Scale Averageb White Hispanic Black 

Verbal 
Information .85 .89 .84 .85 
Similarities .81 .85 .84 .82 
Vocabulary .86 .89 .88 .87 
Comprehension .77 .85 .82 .81 
Arithmetic .77 .86 .86 .97 

Performance 
Picture Arrangement .73 .81 .85 .87 
Picture Completion .77 .86 .86 .85 
Block Design .85 .77 .77 .79 
Object Assembly .70 .72 .68 .72 
Mazes .77 .80 .81 

"Reliability coefficients based on Cronbach's alpha. 
bAverage reliability coefficient over age reported in Wechsler (1974), Table 9. 
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of approximately the same magnitude. They range from .68 to .97 
and are well within the usual limits of acceptability. They are com
parable to the reliabilities reported by Jensen (1980, Tables 7.2, 7.3, 
7.4, and 7.5) for the Standford Binet, Wechsler Preschool and Primary 
Scale of Intelligence (WPPSIl, Wechsler Intelligence Scale for Chil
dren (WISC), Wechsler Adult Intelligence Scale (WAIS), and a wide 
variety of group "mental ability" tests and standard achievement 
tests. We conclude, therefore, that the WISC-R passes the first crite
rion for equal internal integrity: It has equivalent reliabilities for the 
white, Hispanic, and black students in the California populations that 
were sampled. This conclusion, of course, does not mean that the test 
necessarily has equivalent reliability for black, Hispanic, or white 
groups living outside California or living outside the United States. 
Nor does it necessarily imply that there would be equivalent relia
bilities for recent immigrants to the United States or for persons who 
speak another language or for translated versions of the test. Data 
from 1100 public school students in Mexico City using the WISC-R 
Meldcano show reliabilities ranging from .69 to .89 (Gomez-Palacio, 
Margarita, Rangel-Hinojosa, Elena, Padilla, & Eligio, 1982l. 

CRITERION 2: EQUIVALENT STABIUTY 

Jensen (1980) distinguished between reliability and stability, 
reserving the latter term for measures of the "consistency of test 
scores over time" (p. 261l. Stability is usually measured by means of 
test-retest procedures. Unfortunately, we do not have test-retest 
data for the students in our three samples at the present time. How
ever, such retesting is now in progress as part of a six-year follow-up 
study of the three samples that is being conducted by Richard Figu
eroa (Department of Education, Grant 13.4430). Because the size of the 
stability coefficient is a function of the amount of time separating the 
two testings, the coefficients will probably be relatively low for all 
three samples. The study will provide information on important 
questions: Are the scores for any of the three groups sufficiently sta
ble to warrant drawing long-range conclusions about any student's 
likely test performance in secondary school based on tests adminis
tered in elementary school? Is there differential stability, and if so, 
which groups have the greatest stability? Do the scores of minority 
students change more than the scores of white students and, if so, in 
what direction? If the stability coefficients are lower for minority stu
dents than for white students because scores for minority students 
are increasing more over time, such a finding would lend support to 
the hypothesis that exposure to the culture of the school has a 
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greater impact on the test performance of minority than of majority 
students. Jensen did not present data on the stability of test scores for 
different ethnic groups. A test of this criterion must await further 
study. 

CRITERION 3: EQUIVALENT ITEM PATTERNING 

Several years ago, Jensen (1974) proposed a third criterion for 
ascertaining bias in tests, evidence of groups X items interaction. He 
argued that, when there is no groups X items interaction, the test is 
not "biased." This criterion is another way of looking at the robust
ness of a test when the test is used on different populations, and it fits 
comfortably within the rubric of internal integrity. In general, two 
types of evidence are used to determine if there is a significant 
groups X items interaction: (1) calculating the rank order of item dif
ficulty, as indicated by the percentage passing each item, to deter
mine if the rank order is similar for the populations under consid
eration, and (2) determining whether the increments between items 
(the differences between the percentage passing adjacent items) is 
similar. 

The rank order of difficulty of items in a test is related to the 
characteristics of the cultural system that the test covers, to the hier
archy of the knowledge system being covered, and to the number 
and complexity of elements to be processed. Words, information, 
and concepts that are widely used in the cultural system are easier 
because more persons are likely to have encountered them than less 
widely used materials. Because the patterning of item difficulty is 
related to the cultural system covered in the test and not to the cul
tural background of the persons taking the test, we would anticipate 
that item patterning for vocabulary and information type tests will 
remain relatively stable, regardless of the background of the test 
taker. Further, we would anticipate that persons who have had less 
exposure to the vocabulary and information in the test will have 
more difficulty on all the items than persons with greater overall cul
tural exposure. We would not expect items to reverse their relative 
difficulty so that a person with less exposure to the language is more 
familiar with rarely used words and less familiar with commonly 
used words than a native speaker. 

The other major elements determing the difficulty level of items 
are the hierarchy of knowledge and the number and complexity of 
the elements to be processed. The hierarchy of knowledge is readily 
illustrated in the arithmetic test in the WISC-R. The child must be 
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able to count (low-difficulty items) before adding and subtracting 
(medium-difficulty items) and must be able to add and subtract before 
multiplying and dividing (high-difficulty items), This hierarchy of 
skills exists quite independently of the cultural background of the 
child taking the test. We would not anticipate that, because a child 
has been reared in Mexico, he will somehow be able to pass items 
involving multiplication and division but will fail items that involve 
counting. It would be illogical to expect a reshuffling of the relative 
difficulty levels. What could logically be expected is that, if the arith
metic questions are given orally in English, the child reared in Mex
ico might have more difficulty with all the items than a child from 
an English-speaking background because of greater difficulty in 
understanding the language. The Mexican child's score would be 
depressed on all items because the test would be measuring not only 
what it purports to measure (knowledge of arithmetic) but also a fac
tor extraneous to the purpose for testing, the child's command of 
English. 

Block Design, Picture Arrangement, and Object Assembly illus
trate the use of an increasing number of elements to increase diffi
culty level. Reproducing a design with 4 blocks (low-difficulty leveD 
is easier than reproducing a design with 6 blocks (medium-difficulty 
leveD or one with 9 blocks (high-difficulty level), A puzzle with 4 
pieces (low-difficulty level) is easier than one with 6 pieces (medium
difficulty level or one with 8 pieces (high-difficulty leveD. Such rank 
orders of complexity exist in the nature of the task. We would not 
anticipate a reordering of item difficulties in which one group of chil
dren, however different their cultural background, would find it eas
ier to reproduce a block design using 9 blocks than one using 4 blocks 
or would find it easier to put an 8-piece puzzle together than a 4-piece 
puzzle. What we would anticipate is that a group of children who 
have had no experience with blocks and have had no opportunity to 
play with puzzles will find all the tasks somewhat more difficult 
than children who have played with blocks and puzzles, but this 
increased difficulty will appear in all the items, whereas the rank 
order of relative difficulty will remain unchanged. 

Not surprisingly, there are several studies that show that the 
rank order of item difficulties and the differences in the p values of 
adjacent items are almost identical for different populations being 
tested over the same cultural material (Miele, 1979; Cleary & Hilton, 
1968; Angoff & Ford, 1973), Sandoval (1979) did an extensive analysis 
of items X groups interaction on a subset ofthe black, Hispanic, and 
white students tested with the WISC-R in our California samples. He 
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reported rank-order correlations for item difficulties ranging 
upward from .88 and correlations of differences in difficulty level for 
adjacent items ranging upward from .73, except for the Vocabulary 
subtest on which the correlation dropped inexplicably to .49 in the 
white versus black analysis. He conducted an analysis of variance on 
the data matrix race X socioeconomic status X items X subjects, and 
he found a statistically significant items X group interaction in 9 of 
10 analyses for blacks versus whites and in 5 of 10 analyses for His
panics versus whites. However, Sandoval argued that the amount of 
the variance explained by the interaction, less than 1 % in 19 of 20 
tests, is trivial. Jensen (1980, p. 554) also reported on items X race 
interaction "significant beyond the .01 level for every subtest at every 
age" on the WISC. He concluded that "most of the item X race inter
action is due to unequal intervals between the various item difficul
ties in the two groups" and cannot be interpreted as evidence of bias. 

It is, of course, important to differentiate between statistical sig
nificance and substantive importance. Most reasonable persons 
would probably agree that an interaction that accounts for less than 
1 % of the total variance does not represent a very serious threat to 
the internal integrity of the test, even if it is statistically reliable. 

Table 2 presents a reanalysis of the data for our three California 
samples controlling for age. The table presents the rank-order cor
relation of item difficulties on the WISC-R subtests for white, His
panic, and black students 6, 8, and 10 years of age, correlating white 
with Hispanic, white with black, and Hispanic with black. The cor
relations, when age is controlled for, are even higher than those 
reported by Sandoval. 

There are only two situations in which a test might fail to meet 
Criterion 3, and each of those situations would be gross deviations 
from acceptable testing practice. If a test were simply translated into 
another language and the items were modified to fit another cultural 
milieu without a change in the order or the scoring of the items, an 
items X groups interaction might emerge. Information presumed to 
be equivalent to that asked in the English version of the test might be 
more or less common knowledge in the other cultural system. Cer
tainly, vocabulary words cannot simply be translated into their near
est equivalent in another language because the best equivalent in 
another language may be more or less frequently used in that lin
guistic system, and the item difficulties would vary accordingly. In 
such a circumstance, the internal integrity of the test would be lost, 
and the items would need to be reordered to fit the other cultural 
system. The standardization of the WISC-R Me}{.icano required sig-
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nificant modification and reordering of items in the Vocabulary sub
test (Gomez-Palacio, Margarita, Padilla, Eligio, Roll, & Samuel, 1982). 

The only other circumstance in which there might be items X 
groups interaction would be a situation in which the members of 
one group have little or no knowledge of the language or content of 
the test and are responding at random. It is highly unlikely that ran
dom responses could generate any type of meaningful pattern in an 
individually administered test such as the WISC-R because the format 
is open-ended rather than fixed-response. Because items X groups 
interaction is unlikely to occur except in the most unorthodox testing 
situations, Criterion 3 contributes little to operationalizing a defini
tion of a "racially and culturally nondiscriminatory" test. 

CRITERION 4: EQUIVALENT INTERNAL CONSISTENCY 

There are two standard procedures for determining the internal 
consistency of tests: (1) studying the intercorrelations of items with 
each other, of items with total scores, of subscale scores with each 
other, and of subscales with total scores and (2) using factor analysis 
to examine item and scale clusters. Jensen (1980) suggested that, "In 
an unbiased test, ideally, the item X score correlations for any given 
item should be the same in the major and minor groups" (p. 445), 
Although he did not present any data showing intercorrelational pat
terns for students from differing ethnic groups, equivalent internal 
consistency is a sensible criterion. 

It would be beyond the scope of this paper to present the inter
correlation matrices for items and subtest scores for each of the three 
groups in our samples. Instead, Tables 3,4, and 5 present the inter
correlations of subtests with each other and with verbal, perfor
mance, and full-scale scores. The latter correlations have been cor
rected for contamination; that is, the subtest score has been removed 
from the total prior to calculating the correlation between that sub
test and the total. Wechsler (1974) presented similar information for 
the standardization sample for each year of age and for the total sam
ple, but he did not provide information on black, Hispanic, or white 
children separately. 

Even a cursory comparison of the three tables reveals a marked 
similarity in the intercorrelations for the three ethnic groups. The 
average range in differences across the three groups is about .07. The 
correlation matrices are also very similar to those published by 
Wechsler for the standardization sample (Wechsler, 1974, Table 14). 
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Factor analysis is a more rigorous examination of the intercor
relation matrix. Jensen (1980, p. 533 if.) presented data for the WISC, 
the WISC-R, and various other tests and concluded that the factor 
structures are stable across groups. Kaufman (1979a,b) reported the 
results of separate factor analyses on white and nonwhite subjects in 
the standardization sample for the WISC-R and for samples of chil
dren referred for psychiatric problems, for mental retardation, and 
for other clinical symptoms. He found that 

Regardless of the factor analytic technique employed, the age or ethnic 
background of the children tested, or the nature of the sample (normal 
vs exceptional), factor analysis of the WISC-R has yielded one consistent 
and recurrent finding: the emergence of robust Verbal Comprehension 
and Perceptual Organization factors .... When principal components or 
principal factor analysis is performed, Verbal Comprehension and Per
ceptual Organization factors emerge first, usually followed by a distrac
tibility factor. (Kaufman, 1979b, p. 6) 

Reschly (1978) reported the emergence of the same three factors for 
Anglo and Hispanic samples selected from first- through ninth-grade 
students in Pima County, Arizona, but found only two factors (Verbal 
Comprehension and Perceptual Organization) when he analyzed 
data for black and Papago Indian samples from the same county. The 
Verbal Comprehension factor consisted of Information, Similarities, 
Vocabulary, and Comprehension. The Perceptual Organization fac
tor consisted of Picture Completion, Picture Arrangement, Mazes, 
Block Design, and Object Assembly. These two factors parallel the 
basic division of the test into verbal and performance scales. Arith
metic, Digit Span, and Coding formed the third factor. 

Table 6 presents the results of two factor-analytic approaches to 
the subtests ofthe WISC-R for the black, Hispanic, and white students 
in our samples. The orthogonal (uncorrelated) factor matrix derived 
by means of the varimax procedure yielded two factors that parallel 
the verbal and performance subtests of the WISC-R. No third factor 
emerged when we used this procedure. In every case, the verbal fac
tor accounts for an overwhelming percentage of the variance. The 
factor loadings are similar for all three groups and also are similar to 
those reported by Kaufman (1979bl. He found loadings for Informa
tion, Similarities, Vocabulary, and Comprehension of .53 or higher 
on Verbal Comprehension; our loadings were .61 or higher. Kauf
man reported loadings for Block Design and Object Assembly of .56 
or higher on Perceptual Organization; ours were .55 or higher. Kauf
man found loadings for Picture Arrangement, Picture Completion, 
and Mazes of .31 or higher, with most in the range of .50-.60; ours 
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TABLE 6 
Factor Analysis of the Subtests of the WISC-R for Black, Hispanic, and White 

Elementary Students Using Orthogonal and Oblique Rotations 

Orthogonal factor matrix· First principal component 

Scales White Hispanic Black White Hispanic Black 

Verbal II II II 
Information .69 .25 .68 .4D .70 .29 .70 .77 .71 
Similarities .67 .24 .70 .25 .61 .24 .67 .69 .60 
Vocabulary .76 .21 .81 .28 .74 .28 .72 .79 .74 
Comprehension .62 .23 .66 .22 .70 .19 .63 .66 .64 
Arithmetic .58 .31 .46 .47 .51 .44 .65 .62 .66 
Digit Span .43 .24 .43 .43 .33 .37 .49 .58 .48 

Performance 
Picture Arrangement .36 .41 .31 .44 .34 .54 .54 .51 .61 
Picture Completion .28 .46 .27 .53 .40 .43 .50 .53 .58 
Block Design .26 .65 .20 .63 .21 .70 .59 .55 .62 

Object Assembly .15 .76 .24 .55 .20 .66 .58 .53 .58 
Mazes .20 .42 .16 .52 .52 .52 .42 .45 .45 
Coding .26 .23 .16 .40 .26 .35 .35 .36 .42 

Eigenvalue 4.07 .72 4.47 .65 4.39 .71 4.0 4.34 4.30 
Percentage of Variance 85 15 87 13 86 14 85 87 86 

·The table presents the varimax rotated-factor matrix and the first principal component using the Statistical 
Package for Social Science (SPSS). Pairwise deletion was used. 

were .41 or higher, with most in the range of .40-.50. Arithmetic, 
Digit Span, and Coding had somewhat lower loadings than other sub
tests in their factors. When the analysis was redone, specifying three 
factors, the third factor (consisting of Arithmetic, Digit Span, and Cod
ing) did emerge but accounted for only about 7% ofthe total variance. 

Jensen (1980) insisted that the varimax approach to factor anal
yses, "as applied to factor extraction in the abilities domain" is 

flatly wrong, not mathematically, but psychologically and scientifically. 
In the abilities domain, either oblique rotation would be done to permit 
hierarchical extraction of g, or the g factor should be extracted (as the first 
principal factor) prior to rotation of the remaining factors. (p. 675) 

Table 6 also presents the first principal component, which Jensen 
called g. The loadings are similar in magnitude to those reported by 
Jensen in Table 11.3 (p. 536) for white and black 7-year-olds. Regard
less of the approach used, the factor structure is similar for the black, 
white, and Hispanic students in our three samples. When we used 
an oblique rotation, two factors emerged that paralleled the verbal 
and performance scales of the WISC-R. Hence, we conclude that the 
internal consistency of the scales is stable across groups. They main-
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tain their internal integrity when used on these three populations 
because they have the following characteristics: 

1. Subscale-subscale and subscale-total correlations were simi
lar for all the groups on whom the test was used and were of suffi
cient magnitude to warrant treating the subtests as an integrated 
scale. 

2. Factor analyses, whether by means of Kaiser's varimax 
approach, the hierarchical extraction ofthe principal component, or 
an oblique rotation, yielded similar results for all the groups on 
whom the test was used. 

SUMMARY OF FINDINGS ON THE INTERNAL INTEGRITY OF THE WISC-R 

Based on our findings, we conclude that the WISC-R meets three 
ofthe criteria for internal integrity for the black, Hispanic, and white 
students in our public-school samples. It has equivalent reliabilities, 
equivalent item patterning, and equivalent internal consistency. We 
have no data on score stability over time, and Jensen did not report 
any data on this question. Such studies are needed because present 
practice tends to assume high, equivalent stability for all groups, and 
decisions made on the basis of test scores tend to be long-term deci
sions. For example, the federal guidelines require a comprehensive 
reassessment only every three years. If the scores of minority groups 
are less stable, this factor needs to be taken into account when estab
lishing reassessment schedules. 

The internal integrity of the WISC-R and similar tests has not 
been a major issue in the controversy over nondiscriminatory assess
ment. For example, the question was not even raised by the plaintiffs 
in Larry P. versus W. Riles (1979), nor was it discussed in Judge Peck
ham's opinion. Findings from our California sample are in essential 
agreement with Jensen's position in Chapters 8 and 11 (1980), Major 
differences arise, however, in defining and operationalizing external 
relevance. 

EQUAL EXTERNAL RELEVANCE 

In addition to having internal integrity, tests administered to 
identify handicapping conditions must have "been validated for the 
specific purpose for which they are used" (Federal Register, 121a.532 
[2]). The determination of a test's validity is directly related to its 
intended use, that is, its relevance to the task(s) at hand. 
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The guidelines list many different purposes for testing and insist 
that multiple purposes be addressed in a comprehensive assessment, 
such as that required for identifying handicapping conditions under 
P.L. 94-142: "No single procedure is used as the sole criterion for 
determining an appropriate educational program for a child," and 
tests and evaluation materials must include materials "tailored to 
assess specific areas of educational need and not merely those which 
are designed to provide a single general intelligence quotient" (Fed
eral Register, 121a.532 [3b,dJl. The child is to be assesed in all areas 
related to the suspected disability. Areas specifically mentioned are 

health, vision, hearing, social and emotional status, general intelligence, 
academic performance, communicative status, and motor abilities ... 
psychological, physical, or adaptive behavior ... aptitude and achieve
ment tests, teacher recommendations, physical condition, social or cul
tural background, and adaptive behavior. (Federal Register, 121a.532 [3t] 
and 121a.533 [1)) 

Clearly, the federal guidelines envision the use of tests for many dif
fering purposes in the assessment process, and presumably, tests 
used for each purpose need to be validated for that purpose. 

The legal mandate provides a solid basis for addressing the issue 
of equal external relevance because it focuses on real-world decisions 
and is quite specific about the various "purposes" that tests may 
serve. The purposes implied in the law are equally appropriate for 
testing at any age and can be grouped into four broad questions: 

1. Is the child an intact organism? Has the test been validated for 
the purpose of identifying a particular organic anomaly? Is it equally 
valid for all groups on which it is being used? 

2. Has the child mastered particular areas of knowledge or 
acquired particular skills and competencies? Has the test been vali
dated for its content relevance to the domain of knowledge or skills 
it is presumably measuring? Is it equally valid for all groups on 
which it is being used? 

3. How will the child perform in some future program or social 
role? Has the pragmatic-predictive relevance of the test been deter
mined in relation to the programs and/or the social roles that it pre
sumably predicts? Is it an equally accurate predictor for all groups 
on which it is being used? 

4. What is the child's current condition in relation to some "trait" 
or "state" that is presumed to exist in the child, such as "emotional 
status" or "general intelligence"? Does the test have construct validity 
in relation to the "trait" presumably being measured? Does it have 
equal construct validity for all the groups on which it is being used? 
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The criterion for external relevance that a test must meet 
depends on the purpose for which the test is being used. A test that 
meets the criterion for one type of use mayor may not meet the cri
terion for another use. Hence, we must first determine the purpose 
of testing before we can decide on the proper criterion to apply in 
judging whether the test has equal external relevance for each group 
on which it is being used. We will discuss each purpose, in turn. 

CRITERION 5: EQUAL BIOLOGICAL RELEVANCE 

When the purpose of the testing is to answer the question, "Is 
this child an intact organism?" the assessment uses the framework 
of the medical assessment model. Because a comprehensive assess
ment should include evaluations of "vision," "hearing," "motor abil
ities," "health," and "physical condition," schools are heavily 
involved in conducting preliminary medical screening for biological 
anomalies. The validity of testing instruments for this purpose is 
determined by the extent to which scores accurately reflect the state 
of the organism in relation to the biological function being measured. 
The criterion for test validity is direct observation and medical exam
ination. For example, the ultimate criterion for the validity of a tuber
culin test is an autopsy to verify lesions in the lungs. The norms for 
organismic functioning are biologically determined and universal to 
the species. They do not vary with the language or the culture of a 
particular group. Hence, measures of the physical condition of an 
organism have equal biological relevance in various sociocultural, 
racial, and ethnic groups. Questions of racial and cultural discrimi
nation do not arise in connection with the testing devices used to 
measure vision, hearing, blood type, and so forth. 

A common fallacy in educational assessment is interpreting 
scores on tests that measure learned behaviors as if the scores were 
direct evidence of organic pathology. The medicalizing of behavioral 
assessment has been particularly widespread in the area of so-called 
mental testing. When asked directly, most educational psychologists 
agree with Cleary, Humphreys, Kendrick, and Wesman (1975) that 
there "are no measures of innate capacity" (p. 17L Nevertheless, the 
testing literature is replete with medical, biological, and physical 
analogies. For example, Clarizio (1979) compared the IQ with air tem
perature as measured by a thermometer, and also with a tuberculin 
test. Flaugher (1978) likened the IQ test to a scale that measures a 
child's weight to detect malnutrition. Macmillan and Meyers (1977) 
compared it to a measure of height. Gordon (1975, p. 87) compared 



WHAT IS A RACIALLY NONDISCRIMINATORY TEST? 313 

the IQ test to a situation in which height is used to predict the broad 
jump. He reasoned that, just as a measure of height would predict 
broad jumping ability in a Pygmy population as accurately as in the 
population of the United States, IQs are equally valid for inferring the 
intelligence of persons in different linguistic and sociocultural 
groups. Indeed, he even went so far as to talk about //verbal ability 
genes" and //nonverbal ability genes," treating Wechsler subtest 
scores as if they have genetic equivalents. Needless to say, //mental 
tests" have not been validated against unambiguous biological signs, 
nor were they intended to be used for biological screening by the 
persons who developed them. 

It has also become popular practice to interpret profiles of sub
test scores, especially on the Wechsler, as evidence of specific biolog
ical anomalies. It is beyond the scope of this chapter to discuss profile 
analysis. Although there is //impressive consistency ... in investiga
tions of a wide variety of groups with school-related problems: men
tally retarded, reading disabled, and learning disabled, ... results of 
profile studies involving groups of children with ... known neuro
logical impairment have certainly been conflicting and inconclusive" 
(Kaufman, 1979a, p. 203l. Unless a test can be shown to have equal 
biological relevance to all groups on which it is being used, it should 
not be interpreted within the medical assessment model as screening 
for biological functions. Three operational criteria are proposed. 

1. Correlations with biological criteria should account for at least 
10% of the variance for general population samples (r > .31l. 

2. Validity coefficients should be of similar magnitude for all 
sociocultural groups. 

3. The sociocultural characteristics of the populations on whom 
the measure is to be used should have minimal influence on the 
score. Any cutoff level is somewhat arbitrary, but variation within 
one standard error of measurement for a test seems permissible. 
Elsewhere (Mercer, 1979b), a 5% criterion was suggested (r = .22l. If 
sociocultural characteristics account for less than 5% of the variance 
in an individual's score, the impact of cultural factors would be con
sidered negligible and the score could be interpreted transculturally. 
Occasionally, sociocultural characteristics may be associated, statis
tically, with certain pathological conditions, not because sociocul
tural characteristics per se are causing the pathological condition, 
but because both are correlated with some third factor or factors that 
are causing the condition. In such cases, it is important to recognize 
the operation of the intervening variable that is producing the spu
rious relationship between the sociocultural characteristics and the 
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pathological condition, and not to erroneously interpret the correla
tions as causation or to conclude that the measure does not meet the 
criterion for the medical model. For further discussion of this point, 
see Mercer (1979b), p. 42l. Jensen is currently experimenting with the 
use of choice reaction time and evoked electrical potentials of the 
brain as alternative measures, which he perceives as relatively 
direct, culture-reduced organic techniques (see Jensen, 1980, p. 686 
ill. 

CRITERION 6: EQUAL CONTENT RELEVANCE 

A second purpose of the comprehensive assessment described in 
the law is to determine a student's current functioning level in sev
eral areas; "academic performance," "communicative status," 
"speech and language disorders," and "adaptive behavior" are spe
cifically mentioned in the guidelines (Federal Register, Section 
121a.532 [f]; 121a.533 [a] [l]l. Such tests are variously called achieve
ment tests, competency tests, diagnostic tests of academic perfor
mance, mastery tests, basic skills tests, adaptive behavior scales, and 
so forth. 

There are typically three general uses for assessments of current 
functioning: 

1. Measures of current levels of knowledge or skill in an area can 
provide edumetric information (Carver, 1974) that can be used to 
develop an individual educational plan for the student in the area 
assessed. When used edumentrically, testing is ordinarily closely cal
ibrated to a particular curriculum continuum and supplies continu
ous feedback on the student's progress through the curriculum, 
while providing information concerning the next logical step in the 
educationai process. Teacher-constructed tests and published tests 
designed for "precision" teaching and "mastery" instruction are of 
this type. 

2. Measures of current functioning level are also used to decide 
whether an individual has achieved sufficient mastery in the speci
fied content areas to be awarded a diploma or other certificate of 
competency. This function is increasing in importance in public edu
cation as more states move to "minimum competency testing" to 
determine which students are eligible for the high school diploma. 

3. Measures of current functioning are also important in deter
mining whether a person has sufficient knowledge and/or skill in a 
particular field to be permitted to practice a profession or to go on to 
advanced training. The level of competency accepted as sufficient is 



WHAT IS A RACIALLY NONDISCRIMINATORY TEST? 315 

determined by those in control of the curriculum, the educational 
system, the profession, and so forth. There is, theoretically, no limit 
to the number of persons who can reach criterion performance. 

Figure 1 presents in diagrammatic form the paradigm for deter
mining content relevance when a test is being used for the purpose 
of evaluating an individual's current level of knowledge or skill. The 
first step is to decide, at the plane of theory, on the content or skill 
domains that are to be covered in the test. In Figure 1, the content 
domain has been divided into eight theoretical subdomains. Specifi
cations for each subdomain are then defined clearly to provide a 
working definition of the content domain. Decisions are made about 
the relative weight to be given to each subdomain, the number of 
items in each domain, and the format of the items. The decision con
cerning the content domains to be covered is a sociopolitical decision 
based on the values of the persons conducting the assessment. If the 
purpose of the test is to measure the individual's understanding of a 
particular academic curriculum, then the content of that curriculum 
provides the cognitive map for describing the domains to be covered. 
If the purpose is to evaluate the individual's mastery of the knowl
edge and skills required for a particular profession, the "experts" in 
that professional field are usually asked to define the domains to be 
covered, and their specifications become the point of reference for 
content validation. If the purpose of the test is to assess minimum 
academic competency for receiving a high school diploma, those in 
political power in the educational system awarding diplomas decide 
on the domains to be covered and the minimal competency that is 
be considered acceptable. These decisions are not statistical or "sci
entific" in the usual sense in which these terms are applied. 

After developing detailed test specifications, the next step is to 
create the items or tasks that will evaluate the person's knowledge 

PLANE OF THEORY r-"+:-:~-:=::,:::-",,:,;::;,,:,;;=,::..L:...._..,/ 

PLANE OF 
BEHAVIOR 

F1GURE 1. Content relevance: "Achievement/competency" tests. 
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or skill in each domain. In Figure I, the procedures that are devised 
to operationalize the specifications that have been stated at the plane 
of theory are indicated by the broken lines. When individuals in the 
real world produce test scores at the plane of behavior, those test 
scores are interpreted as a direct reflection of the individual's mas
tery of the domains that the test presumably measures. The content
relevance questions are "How accurately do(es) the test score(s) 
reflect the content domain(s) specified at the plane of theory? Is there 
equal content relevance for all the groups on whom the test will be 
used?" 

Procedures for determining content relevance are straightfor
ward and can be illustrated by the process used in a recent content 
validation of the Multistate Bar Examination (Covington & Klein, 
1980-1981). First, leading experts defined six subdomains of the law 
that they believed every qualified lawyer should have mastered: con
stitutionallaw, contracts, criminal law, evidence, real property, and 
torts. The content to be covered in each subdomain was carefully 
outlined. The percentage of the total score to be contributed by each 
subdomain was determined, together with the number of items 
needed for each subdomain. This set of specifications constituted the 
cognitive map at the plane of theory. Next, persons expert in each of 
the subdomains were asked to contribute questions written in a mul
tiple-choice format, and the test was administered to candidates for 
the bar. The content validation consisted of asking a panel of nation
ally recognized legal experts, who were not involved in developing 
the test specifications or the items, to sort the items and their 
responses into the subdomains described in the test specifications. In 
short, test makers work from the content specification at the plane 
of theory down to the world of behavior. Test validators work up 
from the plane of behavior back to the plane of theory by sorting 
questions back into their content domains. The closeness of the 
match determines the content relevance of the test. Essentially the 
same procedures could be used in the content validation of any test 
that purports to measure the mastery of a body of knowledge or a 
set of skills. However, careful validation procedures such as those 
used in the Multistate Bar Examination are the exception rather than 
the rule. 

Two points need to be emphasized. The fit between the test 
operations and the test specifications can be validated without ref
erence to the nature of the individuals who will be taking the test. 
Second, the fact that one group may achieve an average score sub-
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stantially higher than the average score of another group is not nec
essarily evidence that the test is discriminatory. For example, sup
pose that the purpose of a test is to evaluate a student's ability to read 
the English language. The fact that a group whose primary language 
is not English might score lower than a group whose primary lan
guage is English is not evidence of cultural discrimination because 
the students' skill in reading English is the "factor which the test pur
ports to measure" (Federal Register, 121a.532 [c]l. On the other hand, 
suppose that the purpose of the test is to evaluate a student's arith
metic competence and the questions are written in English, and once 
again, the students whose primary language is not English earn an 
average score substantially lower than the score of those whose pri
mary language is English. If the nonnative speakers of English score 
lower because they have difficulty understanding the language in the 
questions but can, in fact, solve the arithmetic problems if presented 
in their own language, then the test is discriminatory. It is not mea
suring 'what it purports to measure, competence in arithmetic, but 
instead reflects the language competency of the student. 

Similarly, a student with a visual handicap would be penalized 
on a paper-and-pencil test but might perform quite adequately if the 
testing materials were given orally. In such instances, it is the form 
of the testing procedures that produces the discriminatory impact 
rather than the content. Hence, those administering the tests must be 
sensitive to the possibility that the test format may interfere with an 
adequate assessment of mastery of the content or skills that the test 
is purportedly measuring. 

Jensen (1980) mentioned content validity only briefly. He noted 
that 

most achievement tests, many Civil Service tests, and the state bar exams 
are all examples of tests that are justified by their content validity rather 
than by predictive validity. A test's content validity is determined by a 
consensus of experts in the particular content field covered by the test. 
(p.420) 

He did not deal with the issue of "bias" in achievement tests. Never
theless, edumetric testing is currently the most important area of 
assessment in public education because it is used in educational pro
gramming, and it is growing rapidly. Many persons in the field of 
special education foresee the possibility that edumetric testing will 
eventually supplant so-called intelligence testing and make much of 
the current controversy about "bias" in measuring "general intelli
gence" obsolete (Hilliard, 1981l. 
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CRITERION 7: EQUAL PRAGMATIC RELEVANCE 

A third purpose for administering "mental" tests is strictly prag
matic: to improve predictions of future performance in some socially 
relevant role, for example, a profession, a job, or an educational pro
gram. This type of external relevance is variously called pragmatic 
validity, predictive validity, or criterion validity. The terms are used 
here interchangeably to describe pragmatic relevance as presented 
schematically in Figure 2. Pragmatic validity is totally atheoretical, 
hence the blank plane representing the level of theory: "Criterion
related validity ... is simply the extent to which test scores are 
related to a socially important criterion measure" (Cleary et al., 1975, 
p. 25), The test score, generated at the plane of behavior, is correlated 
with some criterion that is also generated at the plane of behavior. 
The psychometrist is interested primarily in the technical task of 
developing tools that will measure relationships between the "score 
on the test and significant criteria in a particular society" (p. 19). 

Predictions are used to select persons for admission to jobs, to 
training programs, to graduate schools, and to special education pro
grams. Any type of predictor may be used, alone or in combination 
with others-test scores, grade-point average, demographic charac
teristics such as sex, group membership, or age-so long as it 
accounts for a significant amount of the variance beyond that 
accounted for by other predictors. Correlation coefficients, either lin
ear or multiple, are the basis for judging the percentage of reduction 
in error. In this context, they are called validity coefficients. Tests 
used for this purpose are typically norm-referenced to produce a 
neat, unambiguous rank order of status. The values and expectations 
of the social system are taken as a "given," and the technical task is 
simply to predict the criterion. 

PLANE OF THEORYL./ _________ ~7 

PLANE OF 
BEHAVIOR 

TEST SCORE 

•• ----..... CRITERION BEHAVIOR 

FIGURE 2. Pragmatic relevance: Prediction to criterion behavior. 
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The two main elements that need to be defined in Figure 2 are 
(1) the nature of the relationship between the test and the criterion 
that will be considered "unbiased," indicated by the arrow in Figure 
2, and (2) the appropriate criterion measure when the purpose for 
testing is selection for a special education program that, presumably, 
is serving mentally retarded, learning-disabled, or other types of stu
dents. Each will be discussed in turn. 

Definition of an "Unbiased n Prediction 

Jensen (1980) presented a comprehensive explanation of the 
standard definition of predictive validity (Chapter 8) and a review of 
various perspectives and definitions of predictive test bias (Chapter 
9). He proposed the standard regression model as the basis for deter
mining whether predictions made from a test to a criterion are 
"unbiased": "A test with perfect reliability is a biased predictor if 
there is a statistically significant difference between the major and 
minor groups in the slopes byx or in the intercepts k, or in the stan
dard error of estimates SEy of the regression lines of the two groups" 
(p. 379). Because no test is perfectly reliable, Jensen suggested using 
estimated true scores or correcting for attenuation due to unreliabil
ity of measures when actually testing for bias in predictive validity. 
This definition provides an excellent method of detecting predictive 
bias and is proposed as the first component of the definition of equal 
pragmatic relevance. 

Identification of an Appropriate Criterion 

Jensen (1980) stated that 

the criterion performance may be measured by other tests (e.g., scholastic 
achievement tests and job-knowledge tests), by grades in courses, by 
supervisor's ratings of performance on the job, or by direct indices of 
work proficiency and productivity, such as the number of articles assem
bled per hour, number of sales per month, number of pages typed per 
hour, and the like. (p. 298) 

When students are being selected for special education programs, 
ratings of job performance are obviously inappropriate, and they 
will not be discussed further here. This leaves us with the two 
remaining alternatives: "scholastic achievement tests" and "grades in 
courses" or some other type of teacher rating. 

Jensen presented a large number of criterion validity studies in 
which some form of "achievement" test has been used as the crite-
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rion to validate an "intelligence" test. Such a procedure assumes that 
the two types of tests measure dimensions that are conceptually and 
operationally distinguishable. Yet, Jensen presented considerable 
evidence in his own review of the literature that such is not the case. 
He noted that the same items may appear in both types of tests. He 
reported correlations between the two types of tests that often run 
higher than correlations between subscales of the WISC-R and total 
scale scores on the WISC-R. For example, a study by Crano, Kenny, 
and Campbell (1972) is reported in Jensen's Figure 8.2 (p. 324). With 
a sample of 5,495 students, these authors found correlations between 
IQs and achievement test scores that ranged from. 73 to .78. This cor
relation is only slightly lower than achivement-achievement corre
lations of .80 and IQ-IQ correlations of .83. Similarly high correla
tions are reported throughout Jensen's material. Even more 
enlightening are various factor analyses reported by Jensen in which 
"achievement" tests have loadings as high or higher on the first prin
cipal component-which he calls g and equates with "intelli
gence" -than do tests that purport to be measuring "intelligence." 
See, for example, Jensen's Table 11.3, which reports loadings for 
white and black students on 13 different tests. The three highest load
ings on g were for the Wide Range Achievement Tests for spelling, 
reading, and arithmetic (.77-.79l. Loadings for so-called intelligence 
scales ran markedly lower: .31 and .37 for WISC Coding; .47 and .49 
for WISC Comprehension; and so forth. The two types of tests do not 
meet the criterion for discriminant validity, a form of construct rel
evance that is discussed in a later section of this paper. 

Jensen (1980) recognized the situation when he stated, "'General 
achievement' is probably indistinguishable operationally (though 
not conceptually) from 'general intelligence.'" Although he argued 
that there are "important conceptual and theoretical" reasons for 
maintaining the aptitude-achievement distinction, such a distinction 
is not, in fact, supported by his own statistical evidence. Nevertheless, 
he continued to act as if the two are operationally distingUishable 
when he presented "empirical" evidence ofthe predictive validity of 
so-called intelligence tests by "validating" them with correlations to 
so-called achievement tests (p. 240l. 

It should be noted that Jensen's position is not widely shared by 
others in the field of testing. Wesman (1968) wrote: 

All ability tests-intelligence, aptitude, and achievement-measure what 
the individual has learned, and they often measure with similar content 
and similar process .... Such justification as we have for our labeling sys-
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tern resides entirely in the purpose for which the test is used, not in the 
test document itself. (p. 269) 

Cleary et al. (1975) reached the same conclusion: 

There are no differences in kind ... between intelligence and achieve
ment, or between aptitude and achievement .... Just because differences 
among test items are quantitative and not qualitative, it is possible for one 
man's intelligence test to be another man's achievement test. Thus, Jen
sen categorized the National Merit Scholarship Examination as an intelli
gence test, but precisely the same items were used in the Iowa Tests of 
Educational Development for assessing achievement. (p. 21) 

321 

If "achievement" test scores cannot be operationally distin
guished from "intelligence" test scores and are unacceptable for 
determining the pragmatic validity of tests for the purpose of select
ing the mentally retarded, the learning disabled, and so forth, then 
we are left with the third criterion suggested by Jensen: some form 
of teacher grades or ratings. He discussed the problems that arise in 
using teacher data as the criterion variable. He argued that they are 
unreliable, that they include subjective factors other than the factors 
supposedly being rated, and that standards vary greatly from school 
to school. He presented only two and a half pages of material cov
ering empirical studies of test bias in predicting scholastic perfor
mance for elementary-school children. Only one study was con
ducted on both black and white samples and included teacher data. 
The "intelligence" test was the Lorge-Thorndike (which is group
administered). The correlations were significantly lower between 
the test scores and the teachers' grades than they were between the 
test scores and the achievement tests. Additionally, there appears to 
be differential validity for black and white students. The correlations 
between teacher grades and Verbal IQ were .41 for whites and .26 
for blacks. With Nonverbal IQ, they were .41 for whites and .25 for 
blacks. No information is given on the slopes or intercepts of the 
regression lines (Jensen, 1980, p. 473, Table 10.1l. 

Jensen noted that "the published evidence here is surprisingly 
meager" (p. 472l. There are two additional analyses, done on the 
same data set, that were not cited by Jensen. Goldman and Hartig 
(1976) reported correlations of .25 (p < .01) between WISC full-scale 
IQs and GPAs for 234 white elementary-school students and correla
tions of .12 (p <.05) for 211 Mexican-American children and .14 (p < 
.01) for 194 black children. The two latter correlations become .13 
and .18 when corrected for the restricted range in the GPAs of minor
ity children. The correlations were slightly higher when a teacher 
rating of competence, rather than a GPA, was the dependent varia-
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ble. All validity coefficients are statistically significant, but the per
centage of reduction in error is trivial: 6.3% for white, 1.7% for Mex
ican-American and 3.2% for black children. A reanalysis of the same 
general data set that was done at the request of the plaintiffs in Larry 
P. has been published (Mercer, 1979a) and yielded, of course, very 
similar results. The test has differential validity for the three groups. 
Reschly and Reschly (1980) used factor scores based on the Verbal 
Comprehension Factor and the Perceptual Organization Factor ofthe 
WISC-R, which was discussed earlier in this chapter. Using a strati
fied, random sample of 212 white, 189 black, and 184 Mexican-Amer
ican chilren from the first, third, fifth, seventh, and ninth grades in 
the Pima County, Arizona schools, these authors correlated the factor 
scores with a 10-item rating of "academics" completed by a teacher 
of each student. For the white children, the authors reported corre
lations of .30 and .22 between "academic" ratings and the Verbal 
Comprehension and Perceptual Organization factors, respectively. 
The comparable correlations for the black students were .46 and .26, 
and those for the Mexican-American students were .32 and .27. All 
are statistically significant; however, none of the validity coefficients 
in any of these studies are very impressive. 

This meager number of studies raises an obvious question: Why, 
if criterion validity is so important, have there been so few studies of 
elementary-school students in which a real-world criterion, not just 
another test score, has been used? Jensen (1980) hazarded a guess: 

[There are] probably two main reasons: (1) because tests are not generally 
used for selection in elementary grades (1 to 8), there has been little con
cern with their predictive validity, as compared with, say, college and 
vocational aptitude tests; and (2) teachers' marks in elementary school are 
not a very solid criterion for studies of predictive validity. (p. 472) 

There is no arguing with the fact that teachers' marks are held in 
low repute as criterion variables and that researchers prefer a neat, 
reliable (albeit operationally indistinguishable) criterion like an 
achievement test score. But to say that pragmatic validity studies 
have not been done because tests "are not generally used for selec
tion in elementary grades (1 to 8)" shows a profound ignorance of 
the assessment process in public education. "Mental" tests are used 
to select students for classes for the "mentally retarded," classes for 
the "learning-disabled," and classes for the "gifted," and to assign stu
dents to reading groups and arithmetic groups and to various 
curricula. 

One of the primary functions of the educational system in Amer
ican society has been to sort and categorize and select students for 
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various roles and statuses, and the primary instruments for making 
those selections have been "mental" tests such as those described and 
defended in Jensen's book. Although school psychologists frequently 
protest that "intelligence" tests are not the chief or even the most 
important factor in selecting students for special education classes, 
such is not the case. See, for example, a recent, comprehensive anal
ysis of the referral process in the Chicago public schools (Berk, 
Bridges, & Shih, 1981), which confirms conclusions that I had 
reached in a much earlier study (Mercer, 1973). These authors found 
that, holding constant a large number of variables, such as class of 
origin, race, referral reason, sex, language spoken in the home, fam
ily structure, and scores on a "social-misfit" index, IQ remained a crit
ical causal variable in the placement process. 

There are two other possible hypotheses that might explain the 
paucity of pragmatic validity studies: Educators may not, in fact, use 
"intelligence" tests to predict a student's future role performance in 
the same sense that employers use tests to predict future job perfor
mance or graduate schools use tests to predict performance in grad
uate school, or it may be that researchers have not addressed the dif
ficult problem of identifying adequate criterion measures. Each 
hypothesis is discussed here briefly. 

When psychologists and other educators interpret an "intelli
gence" test score, they do not discuss it as a predictor of future role 
performance. Rather, they discuss it as a measure of an abstract con
struct, "intelligence." Why would they use an IQ for prediction? If 
their purpose is primarily to predict which students are most likely 
to succeed or to fail in the following year, they already have a less 
expensive, better predictor than any IQ test: the student's current 
performance as judged by teacher grades or ratings. In an earlier 
study (Mercer, 1979b), we looked at the pragmatic validity ofteacher 
grades, teacher ratings of competence, and the WISC in predicting 
teacher grades and teacher ratings in the following two years. Using 
a stepwise multiple-regression analysis in which teacher grades, 
teacher ratings, and the Verbal IQ (in that order) were entered as 
independent variables to ppedict teacher grades the following year, 
we found that teacher grades reduced the error by 46.47% for 425 
white students in our sample. Adding the teacher rating to the equa
tion improved the prediction by another 2.86%. Adding Verbal IQ 
improved the prediction by another .84%. For 142 black students, the 
error was reduced by 21.96% when we used the grades from the pre
vious year. Adding a teacher rating improved the prediction by 
4.68%, and adding the WISC Verbal score improved the prediction by 
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only an additional .50%. The comparable percentages for 241 His
panic students were 26.54% when grades alone were used as a pre
dictor, an additional 5.33% when teacher ratings were added, and a 
trivial.06% when the Verbal IQ was added. Correlations with Perfor
mance IQ and full-scale IQ were much lower (Mercer, 1979b, Chapter 
16). This analysis indicates that knowledge of a student's IQ adds 
nothing of any consequence to the prediction of that student's grades 
in school, once the student's grades for the prior year are known. It 
also indicates that there is almost complete covariance between 
whatever is being measured by the WISC-R and teacher grades and 
ratings. In fact, the validity coefficients yielded by the WISC-R alone 
are much lower than those for teacher grades alone. Knowledge of 
Verbal IQ reduces error by only 21.9% for white, 8.4% for black, and 
4.8% for Hispanic students. 

Teachers are very sensitive observers of student behavior. They 
are knowledgeable about the norms and expectations of the school. 
Consequently, they are more adept than any test in predicting which 
students will succeed or fail in the following years. Thus, we have 
the anomalous situation in which the schools are not really using the 
tests to "predict" future performance but to select students for hand
icapping conditions based on the belief that the tests have construct 
validity for identifying low "intelligence." Yet, the use ofthe tests in 
the schools is defended on the basis of their presumed predictive 
validity, which has not been fully verified. If the purpose for testing 
in school is to get the best prediction of future performance in school 
based on "a best-weighted composite score from a number of ... pre
dictor variables" (Jensen, 1980, p. 300), the clear choice would be to 
use teacher grades or ratings from prior years and to drop the IQ, 
because it does not "measure any appreciable part of the criterion
relevant abilities that are not already included in the first two pre
dictors" (Jensen, 1980, p. 301). 

The second hypothesis is related to the difficulty of finding an 
appropriate criterion measure when the purpose of testing is iden
tification of the student as being educably mentally retarded or learn
ing-disabled or as having another handicapping condition. Teachers' 
grades and ratings reveal a student's current functioning level in the 
school. However, identifying a student as educably mentally 
retarded or learning-disabled implies considerably more than simply 
having difficulty with schoolwork. What would be an appropriate 
criterion measure? The severely disabled, historically called idiots, 
imbeciles, and the feebleminded, were identified long before tests 
were invented and are still readily perceived as subnormal by lay-
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persons without benefit of test scores. But the classifications "educa
bly mentally retarded" and "learning-disabled" are, to a large extent, 
creations of the school and of the test itself. The category moron (an 
earlier term for the educably mentally retarded) was first invented 
by Goddard after "intelligence" testing was introduced (Doll, 1962). 
Most persons labeled educably mentally retarded or learning-dis
abled have no recognizable physical anomalies. They are not viewed 
as subnormal outside the school. Within the school, their "handi
caps" are differentiated by their pattern oftest performance. In gen
eral, an educable mental retardate is one who is failing academically 
and who has also failed an "intelligence" test. A learning-disabled 
student is one who is failing academically but who has passed the IQ 
test. When the categories themselves are creatures of the tests, how 
can there be an independent criterion for the category against which 
the test can then be validated? 

These issues are not addressed in Jensen's book. They are con
ceptual questions rather than technical questions, but they cannot be 
brushed aside just because they are troublesome. The tests are cur
rently being used for the purpose of supposedly identifying "handi
caps," and their use in this fashion is being challenged, not only in 
the halls of academia, but in the courts. Taking the protestations of 
the testers at face value, the courts have simply asked for the evi
dence that the tests have been validated for that purpose. Judge Peck
ham stated the problem plainly: 

If defendants could somehow have demonstrated that the intelligence 
tests had been "validated" for the purpose of E.M.R. placement of black 
children, those tests could have been utilized despite their disproportion
ate impact. As discussed elsewhere in this opinion, however, defendants 
did not make these shOWings. (Peckham, Section VB) 

In his remedy, he stated: 

In order to obtain court approval of the use of any standardized intelli
gence tests, the State Board of Education must take the following steps: ... 
it must state whether the Board has determined that the tests or tests (a) 
are not radically and culturally discriminatory, (b) will be administered 
in a manner which is nondiscriminatory in its impact on black children, 
(c) have been validated for the determination of E.M.R. status or place
ment in E.M.R. classes. (Section VIB1) 

The problem is that the testers have protested too much. They 
have argued that the tests have pragmatic validity for identifying 
handicapping conditions, but they have not devised and probably 
cannot devise acceptable criterion measures of the presence of those 
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handicaps independent of the test scores themselves. Consequently, 
they are stymied when a judge ingenuously asks for evidence of such 
validation. The impasse might well have been avoided by recogniz
ing that schools do not, in fact, interpret IQ as predictions of future 
performance and have better predictors at hand if they wish to make 
such predictions. The schools interpret IQ as measures of a construct, 
"intelligence," and the fundamental question when interpreted in 
this fashion is not predictive validity but construct validity. 

Summary of Criterion 7: Equal Pragmatic Relevance 

1. When a test or other measure is being used to predict perfor
mance in some social role, equal pragmatic relevance for two or 
more groups can be tested by means of the standard regression 
model to determine if the regression lines between test and criterion 
have similar slopes and similar intercepts and if the predictions have 
similar standard errors of estimate. When the avowed purpose for 
testing is prediction, the fact that the average scores for the groups 
being compared differ is not interpreted as a sign of bias ifthe other 
three criteria are met. A test can make equally accurate predictions 
for groups whose mean scores on the test are not the same. 

2. The criterion measure used to establish pragmatic validity 
must be operationally distinguishable from the predictor. Conse
quently, the predictive validity of a "mental" test called an intelli
gence test cannot be established by correlating it with another "men
tal" test called an achievement test. Test-test correlations are a form 
of construct validity and do not qualify under the rubric of pragmatic 
validity. 

3. The criterion measure must adequately reflect the actual cri
terion performance that is to be predicted. For example, when a test 
is used to predict future job performance, a supervisor's rating ofthat 
performance is usually used as the criterion. When a test is used to 
predict academic performance in graduate school or a professional 
school, professors' grades or ratings are used as the criterion. When 
a test is used to predict future performance in elementary school, a 
teacher's grades or ratings should be used as the criterion. 

4. When a test is used to select persons for placement in pro
grams for the handicapped, especially programs for the educably 
mentally retarded and the learning-disabled in which the test score 
itself is the major criterion for defining the handicap, predictive 
validity is not the appropriate standard. When it is used for this pur
pose, testers envision the score as measuring an abstract construct, 
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intelligence, and the test's construct validity for this purpose is the 
correct validity test. Construct validity is discussed in the following 
section. 

5. If the major defense that can be made for the continued use of 
IQ tests in the public schools is based on their power as pragmatic 
predictors of future academic performance, the tests can be dis
pensed with on purely practical grounds. They are expensive to 
administer, their predictive powers are marginal, and their differ
ential validity for various racial and ethnic groups is questionable. 
There are other predictors, such as prior school performance, that 
are inexpensive to secure and are at least twice as powerful as pre
dictors. For the most part, "intelligence" tests are not used by the 
schools for purposes of prediction. Hence, pragmatic validity is not 
pertinent to most assessments conducted in elementary schools for 
the purposes of Public Law 94-142. 

CRITERION 8: EQUAL CONSTRUcr RELEVANCE 

Construct relevance is required when a test purports to measure 
an abstract construct or trait that presumably exists in the individual, 
such as introversion-extraversion, self-concept, anxiety, intelligence, 
and so forth. Such constructs are mental creations, abstractions used 
to organize existential phenomena so they can be comprehended 
and manipulated in thought. Constructs exist as ideas, as ways of 
classifying objects or behaviors in the real world. They are usually 
constructed by working up the abstraction ladder from concrete sen
sory experiences to higher and higher levels of classification in 
which fewer and fewer of the characteristics of the objects or behav
ior in the real world are used as the basis for grouping mayakawa, 
1947). One perennial difficulty in working with constructs is the 
human tendency to reify them once they have been clearly concep
tualized, that is, the tendency to treat the construct as if it existed as 
an entity in the existential world. 

When testers declare that they are measuring "intelligence," 
"innate ability," "intellectual capacity," or similar constructs, the 
validity of their claim rests on the extent to which they can present 
a logically convincing argument that the procedures they are using 
adequately reflect whatever hypothetical trait they claim to be mea
suring. Jensen (1980) has stated this clearly: 

The validity of many tests does not or cannot depend on predictive valid
ity. Often there is no single clear-cut external criterion for what the test 
is intended to measure. This is certainly true of intelligence tests, as intel-
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ligence itself is a hypothetical construct that the test attempts to measure. 
It has no single objectively measurable external referent . . . an intelli
gence test qua a test of intelligence depends on construct validity, which 
is a complex, open-ended affair. (p. 420, emphasis in the original) 

Citing Hebb (1949) and Vernon (1969), Jensen (1980) defined the 
construct "intelligence" by distinguishing logically between what he 
called Intelligence A, B, and C: 

Intelligence A refers to the individual's genotype, that is, the comple
ment of genes, or the genetic blueprint, so to speak, that conditions the 
individual's intellectual development. The genotype is itself a theoretical 
construct. No one can look at a genotype for intelligence under a micro
scope or isolate it in a test tube .... The important point for our present 
purpose is to understand that Intelligence A is a theoretical construct and 
cannot be observed or measured directly. In other words, no test scores 
are measures of Intelligence A. 

Intelligence B is the individual's phenotypic intelligence. It is the final 
product, at any given time in the individual's life span, of the genotype 
and all the environmental factors that have interacted with the genotype 
from the moment of conception. The phenotype is not a constant value 
like the genotype, but is altered by constitutional and experiential fac
tors .... Intelligence B is best regarded as an average of many measure
ments over a limited period of time, so as to average out momentary and 
idiosyncratic features of specific tests and situations. Intelligence B is the 
individual's general intelligence .... 

Intelligence C is the sample of "intelligent" behavior that we can 
actually observe and measure at a given point in time. Intelligence C is a 
sample of Intelligence B, or an imprecise estimate thereof .... Whenever 
we talk about a score on any particular intelligence test, we are talking 
about Intelligence C. (pp. 184-185) 

In his Figure 6.2, Jensen depicted the three levels as a kind of 
layer cake. C, the lowest level, represents a specific test score. B, the 
middle level, represents a more stable general factor common to sev
eral specific test scores. The only difference between the two, con
ceptually, is that B is an "average" of C. Both reflect the phenotype, 
the product of the genotype and all environmental factors that have 
influenced its development. Both are generated at the level of behav
ior. Intelligence A, the top layer, is the theoretical construct, the 
genotype, which cannot be observed directly but must be inferred 
from the phenotypic behavior represented by Band C. It can be con
ceptualized as the proportion of Intelligence Band C "attributable to 
genotype." 

Figure 3 presents a more general model of construct relevance 
that can be applied to the measurement of any hypothetical "trait." 
If we translate Jensen's definition into the schema for Figure 3, Intel-
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ligence A would be the construct at the Plane of Theory. Intelligences 
Band C would be at the Plane of Behavior. C would be an individual 
test score, whereas B would be a combination of test scores. The bro
ken lines are the operationalization of the construct, the set of pro
cedures that the scientist has developed to reflect the construct. The 
questions in construct relevance are, How accurately do the opera
tions reflect the construct that they purport to measure? Is there con
gruence between test score(s) and construct? Does the congruence 
hold across the various racial and ethnic groups on whom the tes1(s) 
are to be used? 

Because the construct has "no clear-cut criterion" but is a hypo
thetical trait, tests of construct relevance are indirect, the conclusions 
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are tenuous, and the issue is seldom definitively resolved to every
one's satisfaction. If the definition of the construct is modified, the 
linkage is altered. If different scientists operate from different defini
tions of the construct, consensus may be impossible to achieve. Lack 
of consensus does not necessarily imply that one position is correct 
and the other position in error. Each may be correct, given its defi
nition of the construct. The following discussion uses Jensen's layer
cake paradigm as the basis for discussion. There are three general 
strategies for establishing construct relevance: convergent validity, 
discriminant validity, and nomological validity. Jensen focused 
almost exclusively on convergent validity. 

Convergent Validity 

Figure 3a illustrates the general principle involved in convergent 
validity. A construct is defined ar the plane of theory, and multiple 
measures of the construct are developed, indicated by the two bro
ken lines, Test A1 and Test Az: Different measures of the construct are 
administered to a sample of persons at the plane of behavior, and the 
results are correlated. If there is no correlation, that is strong evi
dence that there is a problem and that more work is needed either 
on the construct, the operations, or both. If there is a correlation, it 
is accepted as direct evidence that the tests probably measure the 
same dimension and as indirect evidence that the dimension is the 
construct as defined. The major difficulty with convergent validity is 
that neither Test A1 nor Test Az may be a very adequate representa
tion of Construct A, and their correlation at the plane of behavior 
reveals nothing, directly, about the adequacy of the linkage. 

Jensen (1980) noted that there have been numerous definitions of 
the construct "intelligence," but he pointed out broad similarities 
(pp. 170-171l. After reviewing the array of different specific tests that 
have been devised to measure these constructs (Intelligence C), he 
called attention to the fact, first noted by Spearman, that the scores 
on many of these measures are intercorrelated. When the first prin
cipal component is extracted in a factor analysis, most tests, regard
less of the nature of the skill being measured, tend to load on that 
factor. Following Spearman's lead, Jensen called this factor g (Intel
ligence B). He continued by describing Thurstone's efforts to develop 
factor-pure tests, and he concluded that Thurstone's efforts were rel
atively unsuccessful because the "general factor worked against this 
dream." The persistence of the g factor, illustrated in numerous fac
tor analyses of a variety of tests, led Jensen to conclude that there is 
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a fundamental dimension accounting for the shared variance in all 
of these tests and that that dimension is "intelligence": 

We identify intelligence with g. To the extent that a test orders individuals 
on g, it can be said to be a test of intelligence. Not all so-called intelligence 
tests meet this criterion equally well, and even the best tests can only 
approximate it, as g is a hypothetical construct and is not itself directly 
measurable. Yet IQ tests such as the Stanford-Binet and the Wechsler 
Scales would probably correlate between .8 and .9 with a hypothetical 
true scale of g in the normative population. (p. 224) 

The correlation among test scores at the plane of behavior are pre
sented as evidence that they must be measuring a hypothetical con
struct at the plane of theory, which Jensen has called "intelligence." 
There are at least four problems in this line of reasoning: 

1. Intercorrelations among test scores at the plane of behavior do 
not, in any sense, prove that they have any necessary link with the 
construct at the plane of theory. Specifically, does Intelligence B, the 
g factor, adequately reflect Intelligence C, the construct at the plane 
of theory? To say simply that "intelligence is g" fails to recognize the 
distinction between the plane of theory and the plane of behavior 
and ignores the useful distinction made in his own layer-cake 
description of the various levels of "intelligence." This position is a 
more sophisticated version of the reductionism in the famous quo
tation by Boring (1923), "Measurable intelligence is simply what the 
tests of intelligence test." It abdicates responsibility for presenting a 
theoretical rationale for linking operations and construct by defining 
the construct as the operation. The chief difficulty in this type of 
abstracted empiricism is that it accepts the operations as given and 
precludes examination of the assumptions, the implicit world views, 
and the social values that may be imbedded in the measures them
selves. It results in circular reasoning that makes it impossible to 
come to grips intellectually with the fundamental questions posed by 
cross-cultural assessment, because the construct "intelligence," 
which is transcultural, becomes inextricably bound up with tests 
that are not nece~sarily transcultural. 

2. Another troublesome problem in defining "intelligence" as the 
first principal component is that the emergence of a principal factor 
depends on the type of factor analysis used. When a varimax rotation 
is used, as in Table 6, no principal factor emerges. Hence, the con
struct is built in by statistical definition if one insists, as Jensen has 
insisted, that investigators not "select the most popular computer 
program, Kaiser's varimax, for doing their factor analyses" because 
"this is flatly wrong, not mathematically, but psychologically and sci-
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entifically" (p. 675l. As mentioned earlier in this chapter, Jensen rec
ommended either oblique rotations to permit the hierarchical extrac
tion of g or the extraction of the first principal factor prior to 
rotation. As demonstrated in Table 6, the appearance of g is contin
gent on the factor-analytic approach used. It is not somehow inher
ent in the data. If one looks first only for the commonalities, one is 
bound to find the commonalities. If one insists that factors never be 
rotated until the general factor is first extracted, there will, of course, 
always be a general factor. What comes out of any factor analysis 
depends on what was put in and what procedures were used. 

3. A very heterogeneous potpourri of tests emerges in the var
ious factor analyses reported by Jensen because defining "intelli
gence" as the general factor emerging from an oblique rotation casts 
a very wide net. In addition to the tests that are ordinarily perceived 
as "intelligence" tests, the general factor includes a full assortment of 
"achievement" tests (Jensen's Table 6.11), tests of manual speed, hand 
steadiness, sonar pitch memory (Table 6.12), memory for shapes, 
writing speed, reaction time, weight discrimination, touch discrimi
nation (Table 6.13), and tests of aiming and representational drawing 
(Table 6.14l. To say that such skills are all aspects of g and that g is 
"intelligence" is not particularly informative. Gross, all-encompass
ing concepts are less useful, especially in educational assessment, 
than precise, clearly defined constructs that are theoretically focused 
and relevant to educational planning. 

4. Assigning names to factors is a relatively arbitrary matter. The 
fact that Jensen has chosen to call the g factor "intelligence" reflects 
his disciplinary perspective. Persons trained in different disciplines 
perceive factors differently because each academic discipline has a 
set of constructs with which it works and builds theoretical models. 
Clusters of variables identified at the plane of behavior through fac
tor analysis have no intrinsic meaning. The statistical procedures 
identify commonalities, but the scientist superimposes meaning and 
constructs, and names the factor accordingly. There is no single "cor
rect" way to interpret or to label any factor. Because trait models 
have been popular in psychology, it is understandable that psychol
ogists would perceive the commonalities as being the result of some 
trait residing in the individual. That this trait was named intelligence 
is probably an accident of history resulting from the fact that Binet 
elected to call his first test a measure of "intelligence" rather than 
calling it a test of "achievement," "current functioning level," or 
whatever. 
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The diffuse collections of knowledge and skills comprising the g 
factor have one thing in common: they are all responses that have 
been learned in a social setting. Learned behavior, knowledge and 
skills, cognitive skills, Western civilization g, and achievement are 
alternative labels that could have been applied. The fact that a gen
eral factor can be extracted from a variety of performances by the 
same individual does not in any sense prove that a trait called intel
ligence exists. It is only one hypothetical construct among the many 
that could be used to explain the clustering. The general factor may 
be picking up nothing more profound than the obvious fact that all 
the measures were taken on the same individual. Convergent valid
ity is a very weak test of construct relevance and by itself, is never 
sufficient. It is simply one of several desirable criteria. For a test to be 
racially and culturally nondiscriminatory, it should have equivalent 
convergent validity for all the groups on which it is being used. 

Discriminant Validity 

Figure 3b depicts, schematically, the nature of discriminant 
validity. At the plane oftheory, the investigator has two or more con
structs that are conceptualized as distinct, independent dimensions: 
Construct A, Construct B, and Construct C. Operations are developed 
for each of these constructs: Test A, Test B, and Test C. At the plane 
of behavior, it is hypothesized that when the three tests are admin
istered to a sample of individuals, the scores will be uncorrelated, an 
indication that they are indeed measuring distinguishable character
istics. As in the case of convergent validity, the finding of indepen
dent dimensions does not deal directly with the issue of linkage 
between test score and construct, but it does provide indirect evi
dence on this point because the scores are behaving as hypothesized. 

Jensen (1980) did not pursue the issue of discriminant validity 
very extensively. As mentioned earlier, he made a conceptual dis
tinction between so-called tests of intelligence and tests of achieve
ment, but he readily admitted that the distinction collapses at the 
plane of behavior, and he presented factor analyses from numerous 
studies that demonstrate that the scores are factorially indistinguish
able. He also made a distinction between "purely sensory or motor 
abilities or physical strength or endurance" and the concept of 
intelligence: 

Nowhere is a behavioral disability resulting from a sensory or a motor 
handicap thought of as a lack of intelligence. The deaf-mute is not 
thought of as "unintelligent," neither is the blind nor the physically dis-
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abled. The idea of intelligence is clearly independent of sensory-motor 
functions. (p. 171) 

The American Association for Mental Deficiency (Heber, 1962; 
Grossman, 1973) makes a conceptual distinction between "adaptive 
behavior" and "intelligence" and requires that an individual be sub
normal on both dimensions before she or he is regarded as mentally 
retarded. Therefore, one way in which the discriminant validity of 
the WISC-R could be tested would be to determine whether scores 
on the WISC-R are independent of sensorimotor functions and of 
adaptive behavior measures for the three ethnic groups in our sam
ples. In addition to scores on the WISC-R, we also have student scores 
on the Physical Dexterity Tasks (Mercer & Lewis, 1978) and the Adap
tive Behavior Inventory for Children (ABID (Mercer & Lewis, 1977). 
At the plane of theory, physical dexterity, adaptive behavior, and 
cognitive skills are conceptualized as independent dimensions. If the 
tests have discriminant validity, the scores on the three types of mea
sures should be distinguishable at the plane of behavior. 

Table 7 presents an orthogonal factor matrix using the Kaiser 
varimax procedure for the six scales that comprise the ABIC, the six 
scales which comprise the Physical Dexterity Tasks, and the Verbal 
and Performance scales of the WISC-R. The number of factors was 
not designated, and three distinct factors emerged, as predicted. The 
Factor structures are very similar for each ethnic group. The ABIC, 
the Physical Dexterity Scales, and the WISC-R appear to have been 
distinguishable dimensions for all groups. 

Table 7 also presents the first principal component when an 
oblique rotation was used to determine whether there is a strong 
general factor that can be used to represent the commonalities of the 
three measures. The loadings are heavy for the ABIC scales but are 
very small for the WISC-R and the Physical Dexterity Scales. In fact, 
the oblique factor pattern yields three factors that are almost identi
.cal to those found by means of varimax procedures. There is no g 
factor. The scales have discriminant validity, regardless of the pro
cedure used. Therefore, they meet the second requirement of Crite
rion 8: The three measures are both conceptually and operationally 
distinguishable. 

Nomological Validity 

Figure 3c depicts schematically the concept of nomological valid
ity. In this approach, the investigator defines the concept at the plane 
of theory and its theoretical characteristics relative to other con-
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TABLE 7 
Factor Analysis to Determine the Discriminating Power of the WISC-R for White, 
Hispanic, and Black Students in Relation to the Adaptive Behavior Inventory for 

Children and the Physical Dexterity Tasks in SOMPA with Varimax and Principal 
Component Procedures· 

First principal 
Orthogonal factor matrices component 

White Hispanic Black 

II III II III II III White Hispanic Black 

Factor I: ABIC 
Family .91 .00 .02 .91 .05 .07 .92 .06 .04 .90 .90 .92 
Community .89 .08 .03 .89 .05 .03 .87 .00 .07 .88 .88 .86 
Peer .72 .07 .17 .83 .10 .08 .79 .00 .13 .77 .83 .80 
School .84 .14 .05 .86 .10 .10 .89 .04 .05 .85 .87 .89 
Earner/Consumer .83 .00 .02 .86 .07 .03 .87 .01 .02 .81 .86 .86 
Self-Maintenance .88 .11 .12 .88 .13 .05 .88 .04 .10 .89 .89 .89 

Factor II: WISC-R 
Verbal .11 .84 .11 .17 .62 .11 .08 .82 .06 .25 .30 .11 
Performance .06 .60 .11 .08 .80 .18 .04 .72 .24 .17 .25 .09 

Factor III: Physical Dexterity Tasks 
Placement .03 .02 .58 .05 .00 .77 .03 .10 .48 .03 .04 .02 
Ambulation .14 .02 .44 .05 .18 .26 .12 .08 .48 .19 .11 .17 

Involuntary Movement .02 .07 .11 .11 .05 .26 .02 .04 .73 -.01 .14 .09 
Fine Motor Sequence .01 .16 .34 .04 .12 .30 .05 .11 .08 .07 .09 -.04 

Equilibrium .02 .04 .33 .04 .17 .22 .00 .09 .10 .06 .01 .02 
Finger/Tongue Dexterity .05 .13 .31 .02 .26 .17 .03 .15 .56 .10 .09 .09 

Eigenvalue 4.5 1.3 .7 4.8 1.4 .7 4.6 .9 1.8 4.1 4.8 4.6 
Percentage of variance 69 19 12 70 20 10 64 12 24 69 70 64 

• Analyses conducted by means of the Statistical Package for Social Science (SPSS). Number of factors not des
ignated. Pairwise deletion used. 

structs. Measures are developed for the set of concepts, and their 
relationship to each other is tested at the plane of behavior to deter
mine if the hypothetical relationships hold. 

To test for the nomological validity of the WISC-R as a measure 
of "intelligence}} requires that the concept be clearly defined and that 
the nature of its relationship to other critical variables be specified. 
The discussion here focuses on three formulations of the construct 
of "intelligence": Jensen's as presented in his book (1980l, Wechsler's 
as presented in the WISC-R Manual (1974), and my own as presented 
in the System of Multicultural Pluralistic Assessment (SOMPA): 
Technical Manual (1979bl. There are five points on which the three 
formulations appear to agree: 
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1. "Intelligence" is a hypothetical construct. 
2. Test performance is not a direct measure of the hypothetical 

construct. 
3. Therefore, "intelligence" must be inferred from the individu

al's present performance by comparing that performance 
with the performance of a normative population. 

4. To have normative validity, the norm population must be of 
the same age as the individual to assure a "fair" comparison. 

S. Tests currently used for measuring the individual's current 
"achievement" or functioning level, such as "intelligence" 
tests, are culturally loaded. 

Although the language used is slightly different, the following 
quotations serve to document these five points of agreement. First, 
Wechsler (1974) provided the following statement of his theoretical 
construct: 

Intelligence is the overall capacity of an individual to understand and 
cope with the world around him .... (1) It (the definition) conceives of 
intelligence as an overall global entity; that is, a multidetermined and 
multifaceted entity rather than an independent, uniquely-defined trait. (2) 
It avoids singling out any ability, however esteemed (e.g. abstract reason
ing), as crucial or overwhelmingly important .... Ultimately, intelligence 
is not a kind of ability at all, certainly not in the same sense that reasoning, 
memory, verbal fluency, etc., are so regarded. Rather it is something that 
is inferred [emphasis added] from the way these abilities are manifested 
under different conditions and circumstances. One can infer an individ
ual's intelligence from how he thinks, talks, moves, almost from any of 
the many ways he reacts to stimuli of one kind or another. Indeed, his
tori cally, appraisal of such responses has been the usual way of judging 
intelligence .... [Inferences are made] by comparing each subject's test 
performance not with a composite age group but exclusively with the 
scores earned by individuals in a single (that is, his or her own) age 
group .... Each person tested is assigned an IQ which, at his age, repre
sents his relative intelligence rating. This IQ, and all others similarly 
obtained, are deviation IQs since they indicate the amount by which a 
subject deviates above or below the average performance of individuals 
of his own age group. (pp. 3-5) 

Wech~ler was quite forthright in declaring that "no attempt has been 
made to define a priori the social and clinical significance of any 
given IQ" (p. 4), In short, no argument is made for the predictive 
validity of the test. The validity of the score derives from the logic of 
the inferences made on the basis ofthe individual's relative statistical 
rank when compared with others of the same age; this validity is the 
score's nomological validity. Finally, Wechsler recognized that a per
son's performance and, hence, the inferences that can be made from 
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that performance are influenced by cultural and socioeconomic 
background. He emphasized the importance of "the examiner's 
awareness of the degree to which a subject's responses may be influ
enced or conditioned by his cultural and socioeconomic back
ground" (p. 7), but he provided no procedure for estimating that 
influence or taking it into account in interpreting test scores. 

Jensen (1980) discussed the issue of nomological validity in two 
related contexts. As mentioned earlier, he used the layer-cake anal
ogy to differentiate Intelligence A, a "theoretical construct which 
cannot be observed or measured directly" (p. 184), from Intelligence 
B, which is the average performance on multiple tests, or g, and 
from Intelligence C, which is a specific test score. Both Intelligence B 
and Intelligence C are variables on the plane of behavior, whereas 
Intelligence A is on the plane of theory. The only difference between 
Band C is that B is conceptualized as more stable and general than C 
because it is based on multiple measures of current functioning. Else
where (p. 240), Jensen made a similar distinction but used the con
cept of aptitude to refer to the theoretical construct that is to be 
inferred on the plane of theory and achievement to refer to the mea
sured functioning level. He also briefly elucidated the inferential par
adigm for inferring "aptitude" from "achievement." Although he did 
not specifically mention the necessity of making proper age compar
isons (that is taken for granted) he did mention other factors that 
must be equal if the inferences are to have normative validity: moti
vation, opportunity, formal education, and interest. 

The validity and importance of the aptitude-achievement distinction are 
conceptual and theoretical. Differences in aptitude are inferred [emphasis 
added] when individuals with roughly equal or equivalent experience, 
opportunity, and motivation to acquire some particular knowledge or 
skills, show marked difference in their rates of acquisition and level of 
performance after a given amount of exposure. A concept of aptitude is 
needed to account for the acquisition of a broad class of knowledge and 
skills in which the main sources of individual differences are not linked 
essentially to any particular sensory or motor capabilities .... A familiar 
formulation is Aptitude X Motivation X Opportunity = Achievement. 
(pp. 240-241) 

In a similar vein, Jensen stated: 

Many formal definitions, and popular conceptions as well, suggest some 
kind of distinction between intelligence and performance. It is recognized 
that a highly intelligent person might also be very lazy and therefore 
never accomplish much. So there is an implied distinction between intel
ligence and achievement .... It is seldom the case that a lack of formal 
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education per se is equated with a lack of intelligence; opportunity and 
interest are taken into account. (p. 171) 

Jensen did not specify any procedures for taking differences in expe
rience, opportunity, motivation, and interest into account so that one 
can distinguish between "aptitude/intelligence" and "achievement; 
performance," but like Wechsler, he clearly recognized the necessity 
of doing so if the inferences drawn are to have construct relevance. 

Jensen also asserted that tests have varying degress of cultural 
loading and visualized two theoretical extremes on a continuum 
extending from the least to the most "culturally specific" tests: 

There is no definite point on the continuum that divides "culture loaded" 
from "culture-free" tests. As we move in one direction along the contin
uum, tests become more "culture specific," and, as we.move in the oppo
site direction, they become more "culture reduced." (p. 635) 

He defined cultural-reducedness, however, entirely in terms of the 
internal integrity of the test, not in terms of its el{ternal relevance. 

Operationally, we can think of the degree of "culture reducedness" of a 
test in terms of the "cultural distance" over which a test maintains sub
stantially the same psychometric properties of reliability, validity, item
total score correlation, and rank order of item difficulties. (p. 636) 

Jensen also briefly alludes to the distinction between the two 
purposes of testing and notes, as had been noted in this paper and 
elsewhere (Mercer, 1973, 1975, 1978-1979, 1979a,b) that "the problem 
of cross-cultural testing is made somewhat more tractable" when 
one is 

clear about whether one's purposes in testing involves predictive validity 
or construct validity. If the problems of predictive validity increase arith
metically as a function of cultural distance, the problems of construct 
validity increase geometrically. A quite highly culture-specific test may 
derive much of its validity for predicting a particular criterion from its 
cultural specificity per se .... Demonstrating useful cross-cultural validity 
for a particular educational or occupational criterion is invariably much 
easier than establishing a test's construct validity across remote cultures. 
Establishing the cross-cultural validity of a psychological construct ... 
involves much more than simply revamping an existing test. It calls for a 
whole program of research. (pp. 636-637) 

Jensen then proceeded to discuss various approaches that have been 
used to develop "culture-reduced" tests, and he ranked tests accord
ing to his preception of their cultural specificity. Unlike Wechsler, 
however, he concluded that ethnic and socioeconomic cultural fac
tors have been overrated as factors in American society. He states: 
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When tests that differ quite widely along the culture-reduced continuum 
are taken by various native-born ethnic minorities and different socioeco
nomic groups, there is remarkably little variation in any group's mean 
score, in relation to majority norms, across the more and less culture
reduced tests. 

339 

Note that he used the mean score differences as his indicator of 
placement on the continuum. He concluded 

that practically all our present standardized tests, culture-reduced or not, 
span as wide or wider a range of cultural distance as is found among any 
native-born, English-speaking racial and socioeconomic groups within 
the United States today. The differences between the ordinary culture
loaded tests and the more culture-reduced tests, therefore, show up mark
edly only in foreign language groups and across quite remote cultures. (p. 
642) 

Hence, he postulated, in terms of his equation, that "motivation" and 
"opportunity" have equal weights for all groups in American soci
ety; therefore, the equation Aptitude X Motivation X Opportunity = 
Achievement reduces to Aptitude = Achievement. 

My position on the nomological validity of inferring "intelli
gence/aptitude" from measures of current "achievement/perfor
mance" parallels that of Wechsler and Jensen except that, unlike Jen
sen, I cannot agree that all groups in American society have similar 
"motivation" and "opportunity" to learn the materials in the test, 
and consequently, I cannot agree that cultural loading in tests is a 
trivial problem that can be ignored in assessment. The inferential 
paradigm explicated in the pluralistic assessment model (Mercer, 
1973; 1979b, Chap. 9) reasons that it is possible to make certain cau
tious inferences about a child's "learning potential" (roughly equiv
alent to Jensen's Intelligence A, or aptitude and intelligence, as gen
erally used in psychometric assessment), providing certain rigorous 
assumptions have been met to control for differences in cultural 
exposure. The persons whose current performance is being com
pared in order to make inferences about his or her relative "intelli
gence" must 

1. have had equal opportunities to learn the materials in the test; 
2. have had equal motivation to learn the materials in the test; 
3. have had equal test-taking experience; 
4. be equally free of anxieties, fears, or emotional disturbances 

that might interfere with learning or with test performance; 
5. be equally free of physical, sensory, or motor disabilities that 

might interfere with learning or with test performance. 
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Whereas the traditional inferential paradigm controls only for 
age, the pluralistic paradigm argues that in a culturally complex soci
ety such as modern America, we cannot assume that the factors 
listed by Jensen-experience, opportunity, motivation, formal edu
cation, and interest-are equivalent for all "ethnic and socioeco
nomic cultural" groups. Therefore, to have nomological validity, the 
test must be normed not only for age but for sociocultural back
ground factors. Otherwise, inferences about the hypothetical con
struct "intelligence" cannot be made, and the score must simply be 
treated as an indicator of present performance on a more-or-less cul
ture-specific test. Four lines of evidence support the position that 
America is a socioculturally heterogeneous society and that cultural 
loading in test scores is a nontrivial factor that cannot be ignored 
when tests are used for the purpose of inferring "intelligence": 

1. Measures of the characteristics listed by Jensen as influencing 
nomological validity, as well as other sociocultural measures, show 
both statistical and substantive differences across subgroups in Amer
ican society. The mothers of the students in our samples were asked 
38 questions concerning the social and cultural characteristics of 
their family, and the responses to 35 of these questions differed sig
nificantly across ethnic groups. The items were then factor-analyzed 
by means of varimax rotational procedures for each ethnic group. 
This procedure yielded 11 factors, 8 of which were identical across 
all three ethnic groups. The remaining three factors were similar for 
two of the three ethnic groups. We dropped 9 items that had com
monalities of less than .40 and factor-analyzed the 29 remaining 
items, combining the three ethnic groups. The result was a 9-factor 
solution that permitted us to drop 4 more items. A second-order fac
tor analysis resulted in four sociocultural scales, which we named 
Family Size, Family Structure, Socioeconomic Status, and Urban 
Acculturation. The questions cover the number of children in the 
family and the extended family living in the household; the marital 
status of the parents and whether the student is living with his or 
her biological parents; the occupational level of the head of the 
household and the source of family income; the sense of efficacy 
(which is a motivational variable), community participation, the for
mal education of the parents, the country or region in which parents 
were reared, and the language level of the respondent; and the 
urban-rural-migrant background of the parents. 

Table 8 presents an analysis of variance across the three samples 
in our study for the sociocultural scales and the factors in each scale. 
The overall F ratios are all statistically significant, and most of them 
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are very large. Shetn~ tests pinpoint the locus of the differences (Mer
cer, 1979b, Chap. 6l. 

Even a cursory examination of Table 8 reveals large sociocul
tural differences. The Hispanic families were significantly larger 
than the black families, which, in turn, were significantly larger than 
the white families. The black students were less likely to be living 
with both biological parents. The white families had significantly 
higher socioeconomic status and higher urban acculturation than 
either the black or the Hispanic families. It is clear that we cannot 
assume these students came from a single population with a com
mon lifestyle and a homogeneous cultural heritage. It should be 
noted that these samples consisted primarily of native-born students 
and were not from the "remote cultures" that Jensen has readily 
admitted may not be appropriately measured by culture-loaded tests. 

2. Performance on the WISC-R and its subtests is consistently 
superior for the sample that has the most opportunity, motivation, 
and experience with the cultural materials in the test-as shown in 
Table 9, the white students. Table 9 presents a pattern that we would 
anticipate on the basis of our knowledge of the cultural differences 
in the three samples. The white students scored Significantly higher 
on every scale and subtest of the WISC-R than either the black or the 
Hispanic students. In some cases, there were no differences between 
black and Hispanic students; in other cases, one group scored higher 
than the other. However, in no case do we have a reversal, in which 
white students scored lower. 

Tables 10 and 11 provide an item analysis across ethnic groups 
for every item of each subtest in the WISC-R at the 6-, 8-, and 10-year 
age levels. If the analysis of variance indicated that the differences 
were not significant, NS is recorded on the table. When the overall F 
ratio was significant at the .05 level or beyond, Scheffe tests were con
ducted to identify the comparisons that were responsible for the sig
nificant differences. Table 10 reports the findings for the Verbal 
scales, and Table 11 reports the findings for the Performance scales. 
When items were so simple that everyone passed them or so difficult 
that few students could pass them, the differences were not signifi
cant across ethnic groups. The items that differentiated the groups 
were toward the middle of most of the scales and tended to move 
upward as the students got older. There are 540 analyses in the two 
tables, and 283 of them (52.4%) show statistically significant differ
ences by ethnic group. Except two items where Hispanics were high, 
the white students scored significantly better than the black and/or 
the Hispanic students. There was little difference between the Verbal 
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TABLE 10 
Item Analysis of Verbal Subscales on the WISC-R for Black, Hispanic, 

and White Students 6, 8, and 10 Years of Age: Direction of Significantly 
Different Responses 

Information3 Vocabularyb Arithmetic 

Item 6 8 10 6 8 10 6 8 10 

1 WB>H B>H NS W>HB W>B>H NS NS NS NS 
2 NS NS NS W>H W>H NS NS NS NS 

W>B NS NS W>H NS NS NS NS NS 
4 WB> H WB>H WB>H NS W>H NS W>BH NS NS 
5 W>HB W>HB W> HB W>HB W>H>B NS NS W>B NS 
6 WB>H B>H NS NS W>H NS W>HB NS NS 
7 W>B W>HB W>H W>H NS NS W>HB NS NS 
8 W>HB W>HB W>H>B W>HB W>HB NS W>HB NS NS 
9 W>HB W>HB W>HB W>B>H WB>H WB>H NS W>HB NS 

10 W>HB W> HB W>HB W>H W>HB W>H NS W>HB W>HB 
11 W>HB W> HB W>HB W>HB W>HB W>H NS W>HB W>B 
12 W> B W>HB W>HB W>HB W>HB W>HB NS NS W>B 
13 W> HB W>HB W>HB W>HB W>HB W>HB NS W>B W>HB 
14 NS W>HB W>HB W>HB W>HB W>H NS NS W>HB 
IS NS NS W>HB W> HB W>HB W>HB NS NS W>B 
16 NS NS W>HB NS W>HB W>HB NS NS W>B 
17 NS W>H W>B W>HB W>HB W>HB NS NS NS 
18 NS W>HB W>B NS W>HB W>HB NS NS NS 
19 NS W>HB W>HB NS W>HB W>HB 
20 NS W>B W>HB NS NS W>HB 
21 NS NS W>B NS W>HB NS 
22 NS NS W>HB NS NS NS 
23 NS NS W>HB NS NS NS 
24 NS NS W>B NS NS NS 
25 NS NS W>HB NS W>HB W>B 
26 NS NS NS NS NS NS 
27 NS NS W>B 

aW = White, H = Hispanic, B = Black. NS = not significant at the .05 level based on the 
Scheffe test, > = significantly greater than. 

"Neither Information nor Vocabulary had any significantly different items beyond those 
reported in the table. 
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Comprehension Similarities Digit Span 

6 8 10 6 8 10 6 8 10 

W>H WB>H W>H W>H NS WH>B W>H NS NS 
NS NS NS NS NS W>H WB>H W>H NS 
NS NS W>H W>HB W>H NS W>H W>HB W>H 
W>H W>H NS W>HB W>H W>HB W>HB W>H W>B>H 
H>BW W>H NS W>HB W>H W>HB NS NS W>HB 
NS NS NS W>HB W>HB W>H NS NS W>H 
W>HB W>HB W>HB W>H W>HB NS NS NS NS 
W>HB W>HB W>HB NS W>H W>H W>HB NS NS 
NS W>HB W>HB W>HB W>HB W>HB W>B W>B W>B 
NS NS W>HB W>HB W>H W>HB W>HB NS W>HB 
W>H W>HB W>HB W>HB W>HB W>H NS NS W>B 
NS NS W>HB NS W>HB W>HB NS NS W>B 
NS W>HB W>HB NS NS W>B NS NS NS 
NS NS W>HB NS NS NS NS NS NS 
NS NS W>HB NS NS W>HB 
NS W>B W>HB NS NS W>H 
NS NS W>B NS NS NS 
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and Performance scales: 53.5% of the Verbal and 50.2% of the Perfor
mance items discriminated in favor of the white students. Following 
is a list of the individual subtests, rank-ordered by the percentage of 
items that favored the white students: Object Assembly, 100%; Simi
larities, 62.7%; Information, 61.7%; Block Design, 60.6%; Mazes, 59.3%; 
Vocabulary, 59.0%; Comprehension, 54.9%; Picture Arrangement, 
50%; Digit Span, 45.2%; Picture Comprehension, 34.7%; and Arithme
tic, 29.6%. The pattern of discrimination was consistent across age 
group and systematic across subtest. It is precisely the type of pattern 
that would be expected if performance is being uniformly depressed 
by sociocultural factors such as differences in the variables men
tioned by Jensen: formal education, opportunity, motivation, and 
interest. 

3. Differences in average scores on the test and differences in 
sociocultural characteristics would not be relevant to nomological 
validity if the two were not linked. However, such is not the case. 
Table 12 presents the multiple-correlation coefficients when our 
sociocultural scales ·were used as independent variables predicting 
WISC-R scale scores and subtest scores. The findings in the first two 
columns are relevant to the issue of whether sociocultural differ
ences in the total population can be regarded as trivial. They give the 
correlation coefficients and the percentage of the variance explained 

TABLE 12 
Multiple Correlation Coefficients Predicting WISC-R Scales and Subtest Scores from 

the Four Sociocultural Scales 

Total sample Black Hispanic White 

% % % % 
Scales and subtests r Variance r Variance r Variance r Variance 

Verbal Scale UQ) .52 27.4 .33 10.9 .47 22.5 .42 17.6 
Similarities .43 18.1 .27 7.0 .36 13.1 .32 10.2 
Arithmetic .34 11.3 .22 4.9 .31 9.7 .25 6.1 
Vocabulary .49 23.9 .30 8.8 .46 21.9 .34 11.8 
Comprehension .41 16.7 .24 5.7 .36 12.8 .35 12.1 
Information .51 25.8 .28 8.0 .48 23.0 .39 15.4 
Digit Span .37 14.0 .25 6.1 .39 15.1 .25 6.2 

Performance Scale (IQ) .37 13.6 .31 9.7 .23 5.2 .28 7.6 
Picture Completion .25 6.0 .23 5.2 .15 2.3 .15 2.2 
Picture Arrangement .29 8.4 .24 5.9 .21 4.6 .22 4.9 
Block Design .30 8.9 .20 3.8 .21 4.3 .21 4.6 
Object Assembly .28 7.6 .21 .4.4 .22 4.8 .19 3.8 
Coding .22 4.9 .24 5.7 .09 .8 .18 3.2 
Mazes .23 5.2 .12 1.6 .16 2.7 .16 2.6 

Full-scale IQ .49 24.1 .36 12.8 .40 15.7 .40 15.9 
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when all three samples are included in the analysis. The results 
show that 27.4% of the variance in Verbal scores can be explained by 
sociocultural differences, as well as 13.6% of the variance in Perfor
mance scores, and 24.1 ofthe variance in full-scale scores. Individual 
subtests varied from a high of 25.8% of the variance in Information 
to a low of 4.9% of the variance in Coding. In general, the verbal sub
tests were more culture-loaded than the performance subtests. 
Except for Coding, all percentages exceed the 5% limit suggested ear
lier in this paper. 

On first inspection, it may seem that 25% of the variance is minor 
until it is recognized that 25% of the variance is more than enough to 
"explain" the typical gap of 12-15 points between the average scores 
earned by minority groups and those earned by the majority, and 
that 25% can mean the difference between a student's being defined 
as mentally retarded or "normal." 

Of course, the size of the multiple-correlation coefficients in any 
analysis is related to the heterogeneity or range of scores in the pop
ulation. Hence, it has frequently been proposed that separate norms 
for each ethnic group would be sufficient to control for sociocultural 
variance. The separate analyses in Table 12 for each ethnic group 
show that a single, separate norm for each ethnic group would 
reduce the sociocultural variance in the scores, in several cases 
below the 5% of variance that we have proposed as an upper limit. 
The Performance subtests were, for the most part, within tolerable 
limits in our sample, but such was not the case for the Verbal sub
tests. The Verbal, Performance, and full-scale IQs still exceeded the 
limits. Although a single separate norm for each group would have 
greater nomological validity than a single norm for all groups, there 
is still considerable sociocultural variance within each ethnic 
population. 

It seems clear from the above analyses (1) that there are large and 
statistically Significant sociocultural differences in the three ethnic 
groups studied; (2) that the average scores on the WISC-R and the 
individual items consistently discriminate in favor of whites; and (3) 
that there is a significant amount of variance in the WISC-R scores, 
especially the Verbal subtests, that can be explained by sociocultural 
factors. Therefore, we conclude that the WISC-R, as traditionally 
used in psychological assessment for the purpose of inferring "intel
ligence," does not have normative validity, the type of nomological 
validity required when a test is used for this purpose on the socio
culturally complex populations that comprise American society. 
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It is beyond the scope of this paper to discuss the various pro
posed solutions to this problem. In general, there have been four 
types of proposals: 

1. Jensen and other defenders of the traditional psychometric 
belief-system have generally taken the position that there is no seri
ous problem and that the test scores can be used to infer "intelli
gence," "aptitude," and similar constructs without reference to dif
ferences in experience, opportunity, motivation, and so forth. 

2. At the other extreme, there are those who take the position 
that tests should not be used at all for the purpose of inferring "intel
ligence." They reason that the paradigm for inferring "intelligence" 
is so fragile and that the available measures are so culture-specific 
that the danger of making serious errors, especially in the assessment 
of minority persons, is too great to justify the continued use of the 
paradigm (Mercer, 1973, 1975, 1979al. 

This was essentially the position taken by Cleary et al. (1975) 
when they proposed that test use be restricted to making predictions 
(pragmatic validity) and that psychologists abandon the practice of 
interpreting the scores as a measure of innate ability or similar con
structs. This was also the position taken by Judge Peckham (Larry P. 
1979), although he left open an opportunity for the State of California 
to present evidence to the court that it had established the validity of 
the test scores for inferring "intelligence" in the placement of the 
mentally retarded. To date, the state has not responded to Judge 
Peckham's query; Peckham's decision was upheld by the appellate 
court, and no further appeal has been filed by the state. 

3. Others have proposed eliminating those tests that have high 
sociocultural variance from among the measures used to infer "intel
ligence" and treating them simply as measures of current function
ing, or "achievement." Measures used to infer "intelligence" would 
be restricted to those that are "culture-reduced," measures similar to 
Coding, Mazes, and Picture Completion on the WISC-R. The Kauf
mans (1983) have used this approach in the development of their 
new test, the Kaufman Assessment Battery for Children (K-ABCl. 

4. A fourth proposal has been to continue using the culture-spe
cific tests now being employed and to maintain standard testing pro
cedures and scoring, but to develop local, sociocultural norms for 
each subpopulation on which the test will be used for the purpose 
of inferring "intelligence." The assumption is that more rigorous 
norilling procedures can control for most of the sociocultural vari
ance and allow for making inferences that go beyond the student's 
current performance. This is the approach that I have used in devel-
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oping a score called estimated learning potential (ELP) as part of the 
SOMPA (Mercer, 1979b, Chap. 17l. This approach has several advan
tages. It uses testing procedures that are already developed and per
sonnel already trained to administer those procedures. Itis inexpen
sive. A five-minute interview with the parent provides all the 
background information needed. It takes about three minutes to cal
culate the ELP once the data are on hand. The scores generated meet 
the criteria for a racially and culturally nondiscriminatory inference 
concerning "intelligence." The means and the standard deviations 
for the scores are similar across the three groups and no longer sys
tematically discriminate in favor of the white population. They meet 
the test for nomological validity as defined in this section of the 
paper. 

Summary of Criterion 8: Equal Construct Relevance 

When a test is being used to make inferences about constructs 
such as "intelligence," "aptitude," or "learning potential," it must 
have equal construct relevance for the groups on which it is being 
used if it is to be considered racially and culturally nondiscrimina
tory. Construct relevance has three components: convergent validity, 
discriminant validity, and nomological validity. The latter is the most 
crucial because the first two deal exclusively with relationships at 
the plane of behavior and do not address, directly, the linkage 
between test score and construct: 

1. To have equal convergent validity, different measures that 
presumably measure the same construct should be similarly inter
correlated for the various groups on which they are being used. 

2. To have equal discriminant validity, measures that presum
ably measure different constructs should be similarly uncorrelated 
for the various groups on which they are being used. 

3. To have equal nomological validity, tests should have similar 
interrelationships with measures of other constructs as specified in 
the definition of the construct being measured. Specifically, when 
tests are being used to make inferences about "intelligence" or com
parable constructs, they should have similar validity; that is, the cul
tural loading present in the measures should have been eliminated 
either by further refinements of the measures themselves or by sta
tistical controls at the time of interpreting test scores by comparing 
individual performance only with others who have had similar 
"experience," "motivation," "opportunity," "formal education," and 
"interest" (Jensen, 1980, pp. 240-241l. Depending on the procedure 
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used to achieve a racially and culturally nondiscriminatory inferen
tial model, one or more of the following criteria should be met: (a) 
item analysis should demonstrate that item response patterns do not 
show evidence of systematically discriminating in favor of one or 
more of the groups; (b) correlations between test scores and mea
sures of sociocultural background should be at a minimum: a stan
dard of explaining less than 5% of the variance seems reasonable; and 
(c) the means and the standard deviations of the scores for the groups 
involved should be similar. Given that no test is completely reliable 
and that precise replication is unlikely, a tolerance range of one stan
dard error of estimate overall difference between mean scores seems 
a reasonable standard. 

SUMMARY 

Jensen has provided the field with an encyclopedic review of 
the issues in test validity and "bias" from the traditional psychomet
ric perspective. Unfortunately, he has not provided a conceptually 
crisp, theoretically consistent set of standards that can serve as the 
basis for public policy relating to racially and culturally nondiscri
minatory assessment. Following is a recapitulation of the definition 
of testing procedures that are racially and culturally nondiscrimina
tory that was presented in the introduction to this chapter with brief 
statements of those issues where there is congruence and incongru
ence between Jensen's position and that taken in this paper. 

To be racially and culturally nondiscriminatory, testing proce
dures must have (1) equal internal integrity and (2) equal external 
relevance to the groups on whom the procedures are to be used. 
There are four criteria for equal internal integrity: 

Criterion 1 is that a test should have equivalent reliabilities. Our 
findings show that the WISC-R has equivalent reliabilities for the 
three groups studied. There is congruence between Jensen's position 
and that taken in this paper. 

Criterion 2 is that a test should have equivalent stability. We have 
no data on the stability of the WISC-R for the group that we studied, 
and Jensen has presented no data on this point for minority popu
lations. We agree that the criterion is important, but the research 
remains to be done. 

Criterion 3 is equivalent item patterning. We found that the 
rank-order correlations of items on the WISC-R were very high 
across the groups studied and that there is equivalent item pattern-
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ing. Jensen and his colleagues consider this a very important crite
rion. The position taken in this paper is that item patterning is 
related to factors that are not central to issues of test bias because it 
is almost inconceivable that item patterning would differ across 
groups except for tests administered under circumstances that vio
late accepted principles of good testing practice. Hence, although we 
are not opposed to using item patterning as a criterion, we regard it 
as an attribute of all tests and not particularly informative. 

Criterion 4 is equivalent intercorrelational and/or factor pat
terns for all groups on whom the test is to be used. This is a standard 
test of internal consistency, and our findings support the view that 
the intercorrelational matrices and factor patterns for the WISC-R are 
similar across groups, regardless of whether varimax or oblique rota
tions are used. The major difference between Jensen's position and 
that taken in this paper is that Jensen has classified the internal fac
tor patterning of a test as a form of construct validity. Because such 
analyses deal only with the internal characteristics of the test as a 
measurement instrument, I find it conceptually cleaner to classify 
factor analysis as another test of the internal integrity of the test. 

Equal e((.ternal relevance requires that a test be relevant to the 
purpose for which it is being used for all groups. Four purposes were 
identified and four forms of external relevance were described. The 
appropriate criterion to be applied in any particular case depends 
on the purpose for which the test is being used in that instance. To 
have internal integrity, all tests should meet all criteria; in examining 
external relevance, the criterion applied depends on the purposes 
under consideration. 

Criterion 5 applies when a test is being used to measure organic 
functions. Because the WISC-R was not designed for organic testing, 
we did not apply this criterion to our data. Jensen has made no claim 
about the relevance of "mental tests" to organic screening. Hence, we 
are in essential agreement on this point. 

Criterion 6 applies when the test is being used edumetrically to 
measure the level of knowledge or skill that the individual has in a 
particular area, and the appropriate criterion is content validity. 
Because "mental tests" are seldom used for such academic purposes, 
Jensen has dealt with issues of content validity only peripherally. We 
are in essential agreement that "intelligence" tests are not designed 
to measure academic competencies, and that content validity is not 
an appropriate criterion for such tests. 

Criterion 7 deals with the issue of pragmatic validity, the ability 
of the test to make equally accurate predictions for members of dif-
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ferent racial and ethnic groups. Jensen has focused primarily on 
pragmatic validity and has provided an excellent explanation of the 
rationale and statistical procedures. We are in agreement that, when 
a test is being used exclusively to predict some social behavior, prag
matic validity is the appropriate form. We differ with Jensen on his 
belief that validity can be determined by correlating so-called intel
ligence tests with so-called achievement tests, even though he has 
freely admitted that the two types of tests are statistically indistin
guishable. The position taken in this chapter is that "intelligence" 
test-"achievement" test correlations are a form of convergent con
struct validity and do not qualify as a test of pragmatic validity in 
real-world situations. Rather, actual performance in the role being 
predicted should be the criterion. Jensen has reported very few stud
ies in which role performances, as rated by a teacher, a supervisor, 
or other observer, have been the criterion and the subjects have been 
elementary-school students. This paper takes the position that prag
matic validity is not the primary issue in "intelligence" testing in any 
case, because schools do not, in fact, think of the scores as "predic
tors" but use them for the purpose of inferring "intelligence." If 
schools are concerned with making predictions of future scholastic 
performance, they have at hand other types of predictors that are 
much more powerful than "intelligence" tests. 

Criterion 8 applies when tests are being used for the purpose of 
making inferences about an abstract construct. Construct relevance 
takes three forms: convergent validity, discriminant validity, and 
nomological validity. Jensen has placed great emphasis on the con
vergent validity of mental tests and has presented numerous studies 
showing high levels of intercorrelations among scores from various 
tests. His notion of "intelligence" is focused on the commonalities in 
such tests, the g factor. The position in this paper is that tests of con
vergent validity are of limited value. If there is no correlation, one 
can conclude that the tests lack construct validity. The converse, 
however, is not true. The fact that measures correlate with -each 
other does not establish any necessary linkage to the construct at the 
plane of theory. Similarly, discriminant validity is of limited value. 
The fact that tests that supposedly measure separate constructs are 
not correlated establishes the fact that the scales probably do not 
measure the same construct, but it provides no information on the 
specific constructs that any of the scales do measure. Nomological 
validity is the crucial form of construct relevance for inferring 
intelligence. 
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In reviewing the statements of Weschler and Jensen and the 
position taken in this paper, we concluded that there were large 
areas of agreement concerning the measurement paradigm that is 
required for inferring "intelligence," a paradigm that we called nor
mative validity. We noted general agreement on most elements of 
the nomological paradigm: that "intelligence" is a hypothetical con
struct; that the construct does not include experience, opportunity, 
motivation, formal education, or interest; that the construct cannot 
be measured directly but must be inferred from present perfor
mance; that age differences must be controlled in order to have nor
mative validity; and that the tests now being used for this purpose 
have some cultural loading. The major disagreement centers on the 
extent to which the cultural loading in present tests violates the 
assumptions of the inferential model. JeJ)sen has asserted that cul
ture loading presents no problem as long as tests are administered to 
native-born individuals. We have presented data showing that the 
WISC-R discriminates systematically in favor of white students at the 
item level, the subtest level, and the scale level in three samples con
sisting mainly of native-born white, black, and Hispanic students. 
Hence, we reached the conclusion that inferences based on those test 
scores are racially and culturally discriminatory and that present 
procedures cannot be used without violating Public Law 94-142. Sug
gestions were presented for alternative approaches that would meet 
the standard for nomological validity: equivalent means and stan
dard deviation, and/or equivalent or balanced item-response pat
terns, and/or minimal correlation between sociocultural back
ground and test performance. 

There are wide areas of agreement. It is my hope that stating 
explicitly a set of criteria for judging whether a test is racially and 
culturally discriminatory will focus the debate on those issues where 
there are fundamental disagreements and will eventually lead to a 
broader consensus on an acceptable set of standards for testing in a 
pluralistic society. 
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CHAPTER TEN 

Digits Backward and the 
Mercer-Kamin Law 

An Empirical Response to Mercer's Treatment 
of Internal Validity of IQ Tests 

ROBERT A. GORDON 

Jensen (e.g., 1980a) has grouped the various criteria for detecting bias 
in ability tests under two broad headings: internal and external. Stud
ies under the first heading concern themselves with relations among 
the components of a test; those under the second are concerned with 
predictive relations between the test as a whole and outside vari
ables. Mercer organized her chapter in this book to parallel Jensen's 
distinction, and my chapter parallels hers, but, because of space lim
itations, only the half of her chapter concerned with internal 
validity. 

I give priority to internal validity because ofthe substantive chal
lenge that Mercer's latest position may appear to represent, and 
because I have already discussed evidence that conflicts with results 
from her own single study of external validity (Gordon, 1980). Mercer 
essentially belittles, in her discussion of what she lists as "Criterion 
3," the import of group-by-item interaction studies for the issue ofIQ 
test fairness, whereas psychometricians regard such studies as 
indeed important (e.g., Berk, 1982). There is little likelihood that 
either Mercer or the psychometrician will be persuaded by the oth
er's arguments as they now stand. Accordingly, I have taken as my 

ROBERT A. GORDON. Department of Sociology, Johns Hopkins University, Balti
more, Maryland 21218. 

357 



358 ROBERT A. GOROON 

task the organization of a more effective, empirically based response 
to Mercer's challenge, within the context of a discussion of internal 
validity criteria generally. This response entails a lengthy and some
what novel analysis of the performances of both blacks and whites 
on digits-backward items over a 46.5-year period. It is hoped that 
readers will bear with the necessity of explaining the many intrica
cies of that analysis before I bring its results to bear on the "Mercer
Kamin law," as clear an example of what I call the diffUsion-of-intel
ligence paradigm as one could hope to find. 

INTERNAL VALIDITY 

Mercer lists four major empirical criteria that may reveal bias in 
any specific comparison between a minority group and what is 
loosely defined as the majority group. Although once it was possible 
to define the majority group operationally as the population on 
which an IQ test had been standardized, the inclusion of propor
tional minority samples in recent standardizations of the Stanford
Binet (S-B) and the Wechsler Intelligence Scale for Children-Revised 
(WISC-R) undercuts the utility of that designation. Equating the 
majority group with the population displaying the highest average 
on intelligence tests leads to the paradox that some familiar groups 
outperform whites in general, although they are clearly minorities. 
I have in mind the striking advantage of the American Jewish pop
ulation on verbal tests, amounting to about 11 IQ points, and the 
rather consistent and perhaps equally large advantage of Orientals, 
here and in their country of origin, on nonverbal and mathematical 
reasoning tests (see College Entrance Examination Board, 1982, p. 60; 
Gordon & Rudert, 1979, p. 182; Hsia, 1980; Lynn, 1977, 1982; Lynn & 
Dzioban, 1980; Rock & Werts, 1979, Fig. 4; Vernon, 1982). 

Clearly, defining the population that is the prototypical carrier 
of what Mercer (1979b, p. 17) termed the "Anglo core culture" is no 
simple task. To proceed with the discussion, I shall ignore these 
ambiguities of definition, although they are important for general 
theoretical purposes. Criteria of bias can, of course, be applied to 
comparisons between any two groups a priori, and so the method
ology itself is not in question. However, the substantive and theoret
ical rationale employed by Mercer for her choice of comparisons
which distinguishes them from being merely topical or pragmatic
is in question. Despite her cultural orientation, Mercer has no way of 
accounting for the fact that certain minorities have apparently been 



DIGITS BACKWARD AND THE MERCER-KAMIN LAW 359 

more successful on average in appropriating IQ-relevant aspects of 
the "Anglo core culture" than those for whom that culture repre
sents a long-standing heritage. Nor, for that matter, can she identify 
which minority groups will perform better on tests without depend
ing on either the test outcomes themselves or their recognized sur
rogates. Her explanation of test differences between certain minori
ties and the majority relies, therefore, on unanalyzed stereotypes 
concerning the nature of cultural differences and their manner of 
persistence, rather than on any developed theory of cultural diffu
sion per se. I hope to make this last point more evident by the end 
of the discussion. 

Briefly, the four internal criteria listed by Mercer require com
parable results for both groups in (a) internal consistency reliability; 
(b) test-retest stability over time; (c) patterning of item difficulty; and 
(d) correlational or factorial structure among items, among subtests, 
and between both items and subtests on the one hand and total score 
on the other. Mercer concedes that empirical results, mainly her 
own, fail to reveal bias in the WISC-R for three of the criteria, but she 
states that there is little evi'dence concerning Criterion (bl. Let us 
review the evidence too, including a considerable amount for Crite
rion (b), but in an order different from Mercer's. Because Criterion (c) 
constitutes my major topic, it is placed last-and only barely intro
duced at that-in the next major section, which is followed in turn 
by an extended analysis of digits-backward items, in preparation for 
the final section. Only after completing that do I return to Criterion 
(c) and group-by-item interaction, finally, to consider Mercer's posi
tion in depth. 

A SUMMARY OF EVIDENCE CONCERNING INTERNAL VALIDITY 

Reliability 

Mercer's Table 1 displays internal consistency reliabilities of the 
same magnitude for white, Hispanic, and black elementary-school 
children in California, and her results are similar to those reported 
by Jensen (1980a, pp. 583-584) for the same populations on the Pea
body Picture Vocabulary Test (PPVT) and Raven's Colored Progres
sive Matrices, and for blacks and whites on the Wonderlic Personnel 
Test; the results are also similar to those for blacks and whites on 
Raven's Standard Progressive Matrices and the PPVT reported by 
Scarr (1981, Table 13l. As Mercer notes, the levels ofreliabilities in her 
three WISC-R samples are comparable to those assembled for major-
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ity samples on numerous other tests by Jensen (1980a, Chap. 7l. Con
sistent with these various demonstrations are the results of Rock and 
Werts (1979), who showed that the standard errors of measurement 
for subtests of the Scholastic Aptitude Test Verbal and Mathematics 
sections (SAT-V and -M) were equivalent across random samples of 
500 college applicants drawn from each ofthe following six U.S. pop
ulations: American Indian, black, Mexican-American, Oriental, 
Puerto Rican, and white. Because the reliability of a test is a function 
of both its standard error of measurement and the heterogeneity of 
the sample in question, Rock and Werts noted that their approach is 
preferable when comparing the measurement accuracy of tests 
across populations whose variances differ on the trait of interest. 
Low-scoring minorities are especially apt to encounter "floor" effects 
on a test such as the SAT and to have their variance reduced in con
sequence. Hills and Stanley (1968, 1970l, for example, showed that the 
SAT was often too difficult for black college applicants, producing 
many scores in the chance range, with some consequent lowering of 
predictive validity. Although the Rock and Werts study does not 
cover the full range of IQ, its finding of what amounts to equal reli
ability for six different populations, including two different Hispanic 
ones, is especially impressive. 

Correlational Structure 

In her Tables 3, 4, 5, and 6 Mercer shows that the correlational 
and factorial structure of the WISC-R and its subtests remains rela
tively invariant for the same three ethnic samples. Included in this 
invariance are loadings on the first principal component, which can 
be viewed as the best candidate for representing g as a general factor 
in any sample of cognitive tests. The first principal components for 
each of the three samples in Mercer's Table 6 are quite similar, with 
mean loadings for WISC-R subtests of .57, .59, and .59 for whites, His
panics, and blacks, respectively. With sample sizes large and nearly 
equal, even the dispersions of loadings are similar; their standard 
deviations (SDs) are .11, .13, and .10, respectively. The correlations 
between each group's principal component loadings and the mean 
set of loadings are .98, .97, and .95, respectively. 

Mercer's results concerning factorial invariance across popula
tions are like those from other studies (Gutkin & Reynolds, 1980a, b; 
Jensen, 1980a, Chap. 11; 1980c; Jensen & Reynolds, 1982; Kaufman, 
1979; Miele, 1979; Osborne, 1980, Table VII-L; Reschly, 1978; Reynolds, 
1979; 1980; 1982, Table 4; Rock & Werts, 1979; Scarr, 1981l. One of 
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these, by Rock and Werts, includes a demonstration that regressions 
of observed scores on true scores are the same in all six of the pop
ulations named earlier. 

Using test data for black sibs, and white sibs, Jensen (1980a, pp. 
546-548; 1980c, Tables 3 and 4) found invariance across race for all 
combinations of first principal components extracted from between 
family (BF) and within family (WF) correlation matrices within each 
race. Apparently, the g factor is not only the same between and 
within families in each race, it is also the same between families of 
one race and within families ofthe other. Jensen (1980c) reasoned: 

If variance in mental test scores were largely the result of differences in 
social class, cultural background, economic privilege, parental education, 
family values, and the like, as is often conjectured, then we should expect 
most of the significant intercorrelations among such tests to be BF rather 
than WF, and it would seem reasonable to expect different patterns (or 
factor structures) of BF and WF intercorrelations among various tests, and 
in different subpopulations. (p. 166) 

Because the correlations computed within families essentially held 
constant the types of social background variables that Jensen listed, 
whereas the correlations computed between families would have 
exaggerated any effects other than those within families, the basis of 
the factor structure common to all of his first principal components 
must lie somewhere other than in family social background. 

Stability 

Now we come to the criterion for which Mercer claims a lack of 
evidence: equal stability over time. If we accept Mercer's character
ization to mean there is not as much evidence as one would like, it is 
certainly possible to agree. Evidence is not altogether lacking. Mercer 
is correct in noting that Jensen did not present data on the stability 
of test scores for different ethnic groups in his recent book, but he 
has treated the stability of group means at some length in earlier pub
lications (Jensen, 1974a, 1977a). Stability of means can be distin
guished from stability of individual IQs, but these issues are not 
clearly separated by Mercer. Lability of the mean for blacks, espe
cially in the upward direction, even in the presence of high test
retest correlations, would be an important indicator of potential bias 
in applied use. Although Mercer appears to note this fact, she does 
not make clear that the two types of stability, individual and group, 
are in principle potentially quite independent of each other. 
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Nichols (1970, Table 21) has reported correlations between Stan
ford-Binet IQ (short form) at age 4 and each of 13 other cognitive tests 
(including seven WISC subtests) at age 7 for large samples-more 
than 1,000 of each-of whites and blacks from the multicity Collab
orative Study. The means (and SDs) of those 13 correlations for 
whites and blacks were .39 (.11) and .38 (.09), respectively. The cross
racial correlations between the two sets of 13 correlations was .95. 

Although the Collaborative Study data do not stem from having 
used the same nominal test at the different ages, they do derive from 
a highly diverse set of both standard and less standard IQ and 
achievement tests, thus providing an indication of generalizability 
over the test domain. The comparability of the 13 correlations for 
each race between the two ages was consistent with the assumption 
that test-retest results for the same test would be comparable, too, 
for it must be remembered that even the same nominal test could not 
employ precisely the same items to test IQ at such widely separated 
chronological ages in early childhood. The high cross-racial corre
lation between the 13 correlations suggests that both races responded 
in a similar manner to whatever differences in length (i.e., reliability) 
and content were present among the 13 later tests. 

Small samples of 80 whites and 48 blacks were followed from 
preschool through high school by Miele (1979, Table 8). Here, the 
same nominal IQ test was employed at each of four points in time 
and was always correlated against the same set of criterion measure
ments. At each of the four times of testing (preschool and first, third, 
and fifth grades), correlations ofWISC Full-Scale IQ with high-school 
grade point average (GPA) did not differ significantly across race. This 
finding suggests that the WISC was not less stable at the individual 
level for blacks than for whites. As a matter of fact, the observed cor
relations for blacks at each time point were always higher than those 
for whites; however, this result could have reflected possible differ
ences between races in the sample variances of IQ and GPA (which 
were not reported). Correlations for both races increased regularly 
and substantially over time as the interval between test and criterion 
decreased; once again, as in the Collaborative Study, we see that both 
races responded in parallel fashion to a common change in 
conditions. 

Harris and Lovinger (1968, p. 63) have reported a correlation of 
.89 for WISC Full-Scale IQ administered at seventh and ninth grades, 
an average interval of about two and one-half years, to 80 disadvan
taged students in New York City. Over 90% were black; the rest were 
Puerto Rican. The requirement that students must have had an 
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unbroken record of tests from first grade on to be included resulted 
in this group's having an IQ mean that was about four IQ points 
higher than the average for their school; however, their WIse mean 
at seventh grade was still only 93.1 (SD = 11.6). Their reported sta
bility correlation of .89 was comparable to those found for whites 
(see Table 1l. 

In Table I, I have assembled other important test-retest corre
lations from one major study of blacks and two of whites. Kennedy's 
(1969) data are from six age cohorts of blacks tested at two points in 
time, whereas the two white studies involved single age cohorts 
tested repeatedly at different ages (Honzik, Macfarlane, & Allen, 1948; 
Bayley, 1949). The blacks were sampled in Florida and were found 

TABLE 1 
Comparisons of IQ Test-Retest Stability over Approximate Four-Year 

Intervals among Blacks and Whites· 

Age at first test: 6 7 8 9 10 11 
Age at second test: 10 11 12 13 14 15 

Black sample (Kennedy, 1969, Table 7) 

Test-retest r .60 .86 .86 .74 .76 .76 
First test mean IQ 81.2 77.8 81.4 76.9 78.9 79.1 
First test SD 9.7 13.5 14.2 12.5 12.9 13.6 

N 52 52 53 53 50 52 

White sample (Honzik, Macfarlane, &. Allen, 1948, Tables 2 and 3)b 

Test-retest r .74 NA .85 .84 .85 NA 
First test mean IQ 118.6 NA 118.7 120.7 120.4 NA 
First test SD 12.6 NA 17.2 18.2 17.1 NA 

N (correlation only) 214 NA 199 97 107 NA 

White sample (Bayley, 1949, Tables 1 and 7) 

Test-retest r .90 .82 .91 .87 .92 .89 
First test mean IQ 123.4 123.0 122.6 129.0 131.9 132.5 
First test SD 15.6 15.1 20.1 22.2 23.6 22.1 

N (correlation only) 46 44 42 36 36 38 

Level oftwo-tailed significance of difference between black and white test-retest 

Kennedy VB. Honzik et a/. 
Kennedy VB. Bayley 

correlationsC 

NS 
.001 NS 

NS 
NS 

NS 
NS 

NS 
.01 NS 

• All testings involved versions of the Stanford-Binet except those at ages 13 and 15 of the Bayley 
study, which employed the Terman-McNemar, Forms C and D, respectively. 

bNA = not available. 
cNS = not significant. 
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to be representative of a larger black elementary-school sample 
regarded as typical of blacks in the southeastern United States that 
had been tested earlier by Kennedy, Van de Riet, and White (1963l. 
Both white samples were from Berkeley, California, and consisted of 
children from families whose socioeconomic circumstances were 
well above average. The mean time interval between tests for the 
blacks, judging from the original reports, was approximately four 
and one-quarter years rather than the four years for whites because 
the first testing was spread over much of a school year, so that the 
interval for blacks ranged from 4.0 to 4.5 years. The test intervals for 
the blacks, tested originally as pupils in particular grades, were thus 
slightly longer than the intervals for the whites, whose testing dates 
in both studies were determined according to birthday. For the same 
reasons, the indicated ages are more approximate for the blacks than 
for the whites. As can be seen from the first note to Table 1, all but 
two of the testings employed versions of the Stanford-Binet. 

Table 1 reveals only two significant differences between races in 
test-retest stability for individuals. One of those involves the rela
tively low correlation of .60 for blacks who were initially tested early 
in the fall oftheir first grade, and who were at that point presumably 
rather unfamiliar with school, strangers, and tests. Kennedy (1969, p. 
27) suggested such an explanation fo~ the fact that these black 6-year
olds had the lowest stability correlation of any cohort in his study. 
In contrast, both white samples had, in the course of research, been 
tested repeatedly before age 6, and most of Bayley's repeated testings 
were even done by tne same person. Baughman and Dahlstrom 
(196B, p. 112) reported an equally low correlation of .62 for 29 black 
boys in the rural South who had also been tested with the Stanford
Binet for the first time in first grade during 1961-1962 and were then 
retested three years later. However, 2B black girls tested under the 
same circumstances produced a somewhat higher test-retest corre
lation of .77. In view of the lack of ease of such young children with 
examiners (e.g., Jensen, 1969a, p. 100)-the mean IQs of the black 
first-graders are actually equivalent in mental age to those of average 
whites at about age 5.5-it is probably wise, despite its statistical sig
nificance, to disregard the difference associated with black first-grad
ers for general interpretive purposes not having to do with first-grad
ers perse. 

Even more important for understanding the differences between 
races in level of correlation in Table 1 are the large differences in IQ 
variance. Note that the correlations in the Honzik et al. study tended 
to be higher than those for the blacks, and those in the Bayley study 
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were higher still. This happens to be the same order in which the IQ 
variance progressed from study to study. The Honzik et al. and Bay
ley samples were about 1.6 and 2.4 times as variable as the black sam
ples. Greater varia:nce was conducive to obtaining larger correlations 
even if the standard errors of measurement were always the same; 
the correlation of .93 between the standard deviations and the test
retest correlations in the six black age cohorts bears this out. The cor
responding correlation among whites, .76, was also high. Substitut
ing the average standard deviation from each white study into the 
simple regression equation for blacks that reflects the .93 correlation 
yields linear extrapolations of the test-retest correlation that are 
actually somewhat higher than the mean correlation in the corre
sponding white study. Apparently, the differences in IQ variance 
were more than sufficient to account for the average race difference 
in stability in Table 1. Both white samples appear to have been 
appreciably more variable in IQ than the 1937 Stanford-Binet stan
dardization sample, which had an SD of 16.4 (Terman & Merrill, 
1960, p. 18l. Because the one other significant difference in Table 1 
involves the Bayley age group with the largest SD in the entire table, 
it, too, should probably be discounted as evidence of race differences 
in test stability. 

Given the small number of significant differences in Table 1, and 
the likelihood that they are best viewed as artifacts not intrinsic to 
the question of test stability, it seems fair to regard the data as consis
tent with equal stability for blacks and whites. Other analyses of 
mine parallel to those in Table 1, but using the five-year instead of 
the four-year test-retest interval from the two white studies, pre
sented essentially the same picture. Of 10 possible differences, only 
one difference was significant. This analysis involved the 9-14 age 
group of Honzik et al., whose correlation of .86 exceeded (p < .05) 
that of blacks in the 9-13 group. 

The overall data show a pattern of equal stability for individuals 
of both races that extends throughout the range from age 4 to high 
school. This pattern emerged despite the fact that the whites and the 
blacks studied were not from the same segments of the IQ range and 
were known in many cases to differ in variability. Ideally, both seg
ment of IQ range and variability should be held constant when com
paring the two races for evidence of test bias, for the standard error 
of measurement is known to vary directly with magnitude of IQ 
(McNemar, 1942, Tables 17-19; Terman & Merrill, 1960, p. 10), and 
hence both factors can affect the size of stability correlations. In Table 
1, the nature of the differences between races was such as to cause 
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these two potential influences to work in opposing directions, 
although they were not necessarily equal in effect. 

Now let us turn to stability of the group mean. Although this 
issue can be viewed both intra- and intergenerationally, the present 
discussion is confined to studies in the first category. In a longer work 
(in progress) from which the present chapter has been drawn, I 
show that there has been considerable stability in the mean IQ dif
ference between blacks and whites over the historical period 
spanned by IQ testing, despite many substantial decreases in their 
relative social disadvantages and in their social separation. However, 
those results require too much introduction to be included here. 

An especially important datum concerning the stability of the 
mean Stanford-Binet IQ of a black sample over a four-and-one-quar
ter-year interval has been provided by the Kennedy (1969, Table 3) 
test-retest study described earlier. On first testing, the mean IQ ofthe 
study's 312 elementary-school pupils was 79.2, and on second testing 
in 1965, their mean IQ was 79.4. A second important datum, from the 
Collaborative Study, probes the preschool years. By use of a graph, 
Nichols (1970, p. 99) reported the IQ means at ages 4 and 7 of over 
1,000 singletons from each race born after 1959. The earlier IQ was 
based on the Stanford-Binet (short form) and the later one on the 
WISe. For the whites, the earlier and later IQ means were approxi
mately 106 and 103, and for the blacks, 93 and 92. These changes over 
time are modest or negligible. One would have to consider the 
important Kennedy and Nichols studies to be in good agreement con
cerning stability of mean IQ among blacks. Together, they cover the 
age range from 4 (at first test) to 16 (at second test), with intervals 
between tests of three or four years. 

Two other studies have yielded either similar or slightly mixed 
results. The 57 southern rural black children tested with the Stan
ford-Binet in first grade in the Baughman and Dahlstrom (1968, Table 
6.1) study had a mean IQ of 83.7; when retested almost exactly three 
years later, their mean was 83.2. The net changes for boys and girls 
were trivial and in opposite directions. Earlier, Osborne (1960, Table 
1) had reported data for 815 whites and 446 blacks from a single 
southern county whose IQs had been tested in Grades 6, 8, and 10 
with the California Test of Mental Maturity (CTMM) during the years 
1954,1956, and 1958. At successive testings, the IQ means were 101.3, 
100.6, and 102.3 for the whites and 78.8, 84.4, and 78.6 for the blacks. 
Except for the Grade 8 testing of blacks, where the mean was prob
ably significantly different from the other two black means, 
Osborne's results show the usual stability over a four-year period. 
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For reasons unknown, however, the standard deviations decreased 
systematically by about the same amount in both races. Test-retest 
correlations were not reported. Because at Grade 10 the mean for 
blacks did return to its former level at Grade 6, it seems fair to regard 
Osborne's results as being generally in good agreement with the 
other three studies despite the presumably significant differences 
involving Grade 8. 

Another significant difference (p < .001) appeared in Harris and 
Lovinger's (1968, Table 1) small study of 80 disadvantaged, predomi
nantly black students in New York. The means at Grades 7 and 9 for 
wise Full-Scale IQ were 93.1 and 96.2, showing a relatively modest 
gain. The authors themselves regarded all of their IQ means but one, 
from a variety of tests given at grades from the first on, as falling 
"within a relatively narrow range: 92.15-97.60" (p. 62!. Because the 
use of so many different tests poses insuperable problems for inter
preting differences in score level in only one race, I will not attempt 
to compare those other means further. The lack of a majority com
parison group in this study also makes it impossible to rule out prac
tice effects as the source of the 3-point gain in wise IQ that was 
observed, but that the authors did not consider especially important. 

Further evidence comes from a study by Jensen (1980a, Table 
11.8), who furnished not the mean IQ for each race but the mean 
wise Full-Scale IQ difference between samples of blacks and whites 
tested successively at ages 6, 7, 9 and 11. Such a difference is, of 
course, sensitive to changes in means within both races and some
what less reliable than the mean of either. The samples, drawn from 
three Georgia counties, consisted initially of 163 whites and 111 
blacks. Because there was attrition in the samples, some sampling 
variation was superimposed on the mean differences; Jensen 
reported that by age 11 there were 128 whites and 97 blacks remain
ing, or 21 % fewer whites and 13% fewer blacks. The mean IQ differ
ences, expressed as proportions of a 15-point SD, varied in the course 
of the four testings, but only over a range equivalent to 3.45 IQ points. 
A better measure, the SD of the mean differences, was equivalent to 
only 1.5 IQ points. Because of the sampling variability, this small SD 
understates the stability of the difference, which, in turn, understates 
the stability of the individual means. 

Jensen's two studies (1974a, 1977a) of cumulative IQ deficit are 
also relevant to the question of mean stability because they address 
the hypothesis that IQs of black children decline with age. Note that 
there was no evidence of such a decline, which would imply a wid
ening race difference with age, in any of the studies already 
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reviewed, many of which were considered by Jensen (1974al. His 
method for detecting a cumulative IQ deficit entailed comparing 
older children with their younger full sibs. 

The first study involved elementary-school children in California 
who had been tested with forms of the Lorge-Thorndike Intelligence 
Test appropriate for their grade. Within Jensen's (1974a) total sample 
of black sibs from 1,100 families, where the age difference between 
pairs averaged 2.05 years, the mean IQ difference was only .44 points 
in favor of the younger. Such a small difference can also be read as a 
lack of any signed difference in either direction, and therefore as evi
dence for stability generally. The mean absolute IQ differences 
within sib pairs were virtually identical: 13.20 for 2,074 white fami
lies and 13.16 for 1,100 black families. Jensen did find a slight, statis
tically significant decline of about 2-4 points in connection with 
some analyses involving measures of verbal IQ, but because no cor
responding effect was apparent for nonverbal IQ, Jensen (p. 1018) 
suggested that this slight progressive decrement may have reflected 
reading comprehension skills needed for the verbal IQ section of the 
group test used, rather than intelligence per se. 

Jensen's second study (1977a) was of black and white public
school children from a rural town in Georgia. IQ was tested with the 
CTMM. Here, for the first time in recent investigations, marked insta
bility was observed in a black sample. This instability took the form 
of a fairly linear decrease in both verbal and nonverbal IQ between 
kindergarten and Grade 12 amounting to 14-16 IQ points. On aver
age, the black younger sibs exceeded their older sibs by 3.31 IQ points 
at an average age difference of 2.48 years. Roughly that magnitude of 
IQ difference as a function of age was observed throughout the range 
of age differences. Verbal IQ, for example, declined an average of 1.62 
points per year; nonverbal IQ, 1.19 points per year. No such effect 
appeared for the whites, whose average IQ was 102. The rate of 
decline in verbal IQ was comparable to the decline of 1.7 points per 
year from age 5.5 to age 9.5 in Stanford-Binet IQ observed among 75 
pairs of older and younger black sibs in rural Texas during 1941-1942 
by Tomlinson (1944, p. 477), and it was somewhat less than the 
declines of 1.9 and 2.0 IQ pOints per year observed in 1930 and 1940, 
respectively, on group tests among extremely rural white Tennessee 
mountain children by Wheeler (1942l. However, the terminal IQ 
mean of 83.7 at age 9.5 in Tomlinson's study, unlike the one in Jen
sen's, did not extend below the IQ mean typical for blacks in general 
within the observed age range. Consequently, Tomlinson's data can 
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also be interpreted as indicating a potential inflation of IQs at the ear
lier ages, thereby raising a somewhat different set of questions. 

At least two considerations should be kept in mind when inter
preting Jensen's second study of cumulative deficit. The first is that 
the method works: When the phenomenon was present, the method 
detected it. The second concerns the contribution of the observed 
effect to the familiar average IQ difference between blacks and 
whites that is conventionally described as 1 white SD or 15 or 16 IQ 
points. In the longer work from which this article has been drawn 
(in progress), I show that the race difference in representative sam
ples typically amounts not to 1 SD, but to 18 IQ points nationally, and 
about 15-16 points in the North. In contrast, the mean IQ of the 
blacks in Jensen's study (1977a, p. 185) of cumulative deficit in the 
rural South was 71 (i.e., about 30 points below the general white 
mean) at the average age of 11.7 years, and the inverse linear trend 
with age that Jensen found would imply an average IQ at age 16 of 
about 65. Such a large difference certainly does not seem character
istic of all blacks, even in the rural South. The Stanford-Binet IQ of 
rural southern blacks in the large Kennedy et al. study (1963, Table 
43) was 78.7 at mean age 8.9. If Jensen's linear trend for verbal IQ 
were operative, it would imply an IQ at age 11.7 of about 74.2 for the 
Kennedy et al. sample, which would still be 3.2 IQpoints higher than 
the mean of Jensen's sample at that age. The 65 rural blacks (i.e., tan
tamount to southern rural) in the WISC-R standardization sample 
had an average IQ of 83.5, presumably at an average age of about 11.5 
(Kaufman & Doppelt, 1976, Table 3). Because the mean IQ for blacks 
in the South as a whole is well below that of all u.s. blacks and about 
19-21 IQ points below the mean for u.S. whites (Kaufman & Doppelt, 
1976; Kennedy et al., 1963, Table 38; Terman & Merrill, 1960, Figure 
4), and because other investigations have failed to reveal signs of Jen
sen's effect outside the rural South (Jensen, 1977a; Kennedy, 1969), it 
is evident that the contribution of the cumulative deficit phenome
non to the black-white IQ difference conventionally conceived of as 
"one standard deviation" is practically nil, for that conventionalized 
difference understates the actual difference by an amount more than 
sufficient to accommodate the phenomenon, given our present 
understanding of its demographic and geographic limits. Although 
within its context the effect is strong, it is apparently too limited to 
account for a substantial share of the broader race difference in IQ. 

A third consideration concerning the cumulative deficit phe
nomenon and its relevance to the question of test stability is that, 
except for Tomlinson's older, smaller, and less sophisticated Stan-
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ford-Binet study (1944), it has thus far been demonstrated only in 
connection with group tests, specifically the 1963 edition of the 
CfMM. The CfMM (short form, 1950 edition) was also the test that 
produced the perturbation at Grade 8 for blacks in the 1960 study by 
Osborne, although in that instance a rise from Grade 6 instead of a 
decline was observed. Because the location of Osborne's southern 
county on the rural-urban continuum was not reported, it is difficult 
to know in retrospect what trend to expect. Perhaps, it is merely a 
coincidence that the CfMM was involved both times, for both sets of 
CfMM data were generated in the course of a regular school testing
program mandated by the state (Georgia, apparently, in both cases). 

In his own report, Osborne (1960, p. 234) remarked that different 
levels of the "California Test Battery" had been used for each race at 
Grade 10 in order to prevent floor effects for the blacks, a fact that 
complicates the task of interpreting the perturbation in his results at 
Grade 8. Both races ~ay not have received the same IQ test at Grade 
10, and if they had, the trend might have been different. When both 
blacks and whites had received the same advanced level at Grade 10 
in a previous year, the test (whichever it was) had proved too difficult 
for the blacks and had resulted in scores that were "spuriously low" 
(p. 234). Unfortunately, it is not clear whether raw scores or IQs were 
intended, or whether the achievement or aptitude tests of the admin
istered battery (which included the California Achievement Test) 
were implicated. Consequently, it is difficult to hypothesize what 
scoring mechanism would produce a lowering of scores. 

However, there remains the real possibility that a too-difficult 
test would prove discouraging to black students, and that the inap
propriateness for blacks of a group test keyed to grade levels-and 
hence the extent to which they experienced the test as discourag
ing-would be positively correlated with age. Often, black students 
need encouragement from others to attempt more items of multiple
choice tests, an encouragement necessitated by the fact that tests for 
their age level are usually far too difficult for a substantial fraction. 
For example, the fact that 29% of the black graduates of one of Balti
more's "magnet" high schools who took the SAT scored between 200 
and 249 on SAT-V ("Dunbar Report," 1982, Table 2), essentially the 
range of scores obtainable by chance, suggests that putting forth a 
sustained effort to answer items correctly must be extremely unre
warding for an even larger percentage. According to Hills and Stan
ley (1970, p. 320), an expected chance score on the SAT would be in 
the neighborhood of 220 to 230, and, of course, there would be a 
chance distribution. Stanley and Porter (1967, p. 214) considered the 
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SAT-V "too difficult psychometrically for approximately 24% of the 
freshman entering the three predominantly Negro colleges [of 
Georgia] in the fall of 1964," a percentage similar to that at Baltimore's 
magnet high school. Nationally, in 1981, 19% of blacks taking the SAT
V scored between 200 and 249, as constrasted with 2% of their white 
age-peers (College Entrance Examination Board, 1982, pp. 41, 79l. 

Osborne's intriguing anecdote raises the question of whether 
Jensen's (1977a) later cumulative-deficit effect with the CTMM was 
not instead a "cumulative discouragement" effect, or some other 
function of the difficulty level of the test. Only 5% of the blacks in all 
three testings of Osborne's 1960 study scored above IQ 99. Adequate 
measurement of that sample's IQs with a group test would clearly 
depend on how much range the test made available for low scores, 
and on how well the sample persevered in the face of the test's inap
propriate difficulty. As they stand, the IQs of blacks in Jensen's 
CI'MM study were even lower on average than those in Osborne's. 
In contrast, the study by Baughman and Dahlstrom (1968) in rural 
North Carolina failed to show any appreciable IQ decline for blacks 
after an interval of three years with the individually administered 
Stanford-Binet. Clearly, a follow-up of Jensen's research in the rural 
South that employs an individual IQ test such as the Binet or the 
WISC is long overdue. The absence of such an investigation of the 
dramatic cumulative-deficit effect in Jensen's article (1977a), and of 
the causes and validity of the score changes that he identified, con
trasts strangely with the attention that is now lavished on other 
methods of examining tests for possible bias, whose rapidly prolif
erating results have by now become predictable. 

In summary, we have already seen that most of the existing evi
dence concerning the stability of individual IQs reveals no important 
differences between blacks and whites, and that the few differences 
that did appear in Table 1 could be attributed to well-understood arti
facts. Now we see that aside from the unusual Jensen (1977a) study 
just discussed, there is also no recent evidence of race differences in 
mean stability within generations beyond what might reasonably be 
attributed to the normal vicissitudes of test-retest data. Osborne's 
1960 results included a probably significant rise in mean CTMM IQ 
at Grade 8, but then a return at Grade 10 to the mean level that had 
been observed earlier at Grade 6. Harris and Lovinger (1968) reported 
a statistically Significant increase in WISC IQ of about 3 points, but 
their sample was small and included 10% Puerto Ricans, whose ini
tial proficiency in English was not reported. Moreover, practice 
effects could not be ruled out. Finally, the two authors themselves not 
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only did not attach much importance to the small difference but 
regarded their various test results as falling within a narrow IQ band. 
Important studies by Kennedy (1969), Nichols, (1970), Baughman and 
Dahlstrom (1968) in the rural South, and Jensen (1974a, 1980a) have 
provided evidence that IQ means for blacks remained quite stable 
over intervals of two, three, four, and five years. 

Group-by-Item Interaction 

Although Mercer subtitles this criterion as equivalent item pat
terning, she explicitly acknowledges that she has group-by-item 
interaction in mind, and I prefer to use the more descriptive, statis
tical designation. As examples of the statistical procedures employed, 
Mercer cites correlations between the rank orders of item difficulty 
in majority and minority populations, item difficulty being measured 
by the percentage passing, and the correlations between the incre
ments (or decrements) in the percentage passing adjacent items for 
majority and minority populations, the items being ordered accord
ing to their difficulty in the majority group. Jensen (1974b, 1977b, 
1980a), for example, has employed these procedures, along with 
analysis of variance, to examine several tests for bias with respect to 
blacks and Mexican-Americans. 

During her expert witness testimony in Larry P.-a trial in Fed
eral District Court concerning the fairness of IQ tests in diagnosing 
mental retardation among black children in California public 
schools-Mercer (1977, p. 1704) was asked by plaintiffs' counsel, 
"Does Dr. Jensen have his own definition of bias?" and she 
responded, "Yes. Recently Dr. Jensen has proposed a definition oftest 
bias which is different from either customary usage or the statistical 
usage." Although it certainly would not confuse persons familiar 
with the field, this practice of identifying the study of group-by-item 
interaction exclusively with Jensen could prove misleading to 
students. 

I have called attention to this strategy before (Gordon, 1980, p. 
190) in Mercer's work, where she dismissed internal validity as a use
ful consideration for assessing bias, characterized the opposing view 
as "unique to Jensen" (Mercer, 1979a, p. 93), and described Jensen as 
the "one defender ofthe psychometric knowledge system who bases 
his defense of the 'validity' of tests on measures of internal validity" 
(Mercer, 1978-1979, p. 10), Mercer's present discussion, although not 
as blatant, adheres to the strategy by maintaining the impression that 
Jensen is alone in considering group-by-item interaction a sensitive 
index of potential bias, an impression that may lead students who 
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know of Jensen mainly through his less fair critics to suspect that the 
method is controversial or unorthodox. 

I must emphasize, therefore, that the study of group-by-item 
interaction embraces an open-ended family of largely overlapping 
statistical and graphic procedures, each having its own particular 
combination of advantages and disadvantages. These procedures 
include delta plots (Angoff, 1972; Angoff & Ford, 1973), which Angoff 
(1982, pp. 96-97) traced back to Thurstone in 1925 and described as 
"essentially a graphical procedure for studying item-by-group inter
action" (p. 106); latent-trait, log-linear, and chi-square methods, 
which lronson (1982) described as "all fundamentally item-by-group 
interaction measures" (p. 154); the procedures already mentioned 
that have been used by Jensen and others; the discussion of item-by
sex interaction in the Stanford-Binet by McNemar (1942, p. 50) ahd 
also by Mercer's fellow witness for the plaintiffs, Kamin (1977, pp. 
875-876), in Larry P.; and even, implicitly, any mention of particular 
items that, in the judgment of the speaker, stand out as likely exam
ples of bias, as when Mercer (1977, p. 1616) herself quoted the infor
mation item "Who is Longfellow?" in her own Larry P. testimony. 

The possibility exists that she may have intended to portray 
"Who is Longfellow?" as a typical item, but then, that would leave 
unexplained why she chose an example that would prove difficult 
even for whites, as it compares with actual items that fall well 
toward the end of the WISC-R Information subtest. Anyone familiar 
with recent criticism of IQ tests will recognize that such singling out 
of particular items plays a prominent role in that criticism (e.g., the 
"hit" item from the WISC), Although Mercer (1978-1979, pp. 14-15) 
elsewhere has used the Williams (1975) BITCH test of black slang, on 
which blacks score higher than whites, to illustrate "in reverse, the 
situation of the non-Anglo student taking a vocabulary test covering 
standard English" (p. 15), she fails to acknowledge that, if combined, 
the two tests would produce a strong group-by-item interaction, and 
that her juxtaposition of the two thus implicitly evokes the interac
tion construct. In short, the concept of interaction is central to most 
thinking about internal evidence of test bias, whether by critics or by 
defenders of tests. The interest of so many investigators in exploring 
different methods of studying group-by-item interaction as a poten
tial indicator of bias testifies to the relevance and the importance of 
that form of internal validity. To help dispel the impression con
veyed by Mercer, Gordon and Rudert (1979, p. 179) listed a number 
of others who have regarded and used group-by-item interaction as 
a test for bias, in some cases prior to Jensen (e.g., Angoff & Ford, 1973; 
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Chase & Pugh, 1971; Cleary & Hilton, 1968; Medley & Quirk, 1974; 
Stanley, 1969l. 

Although analysis of variance and hence the concept of interac
tion were not yet known in 1918 (Rucci & Tweney, 1980), one can 
also recognize the logic of interaction behind certain data analyses 
performed on subtests of the Army Alpha and Beta examinations and 
on items of the Stanford-Binet as long ago as World War I (Yerkes, 
1921, pp. 738-741l. For Alpha and Beta, internal validity was assessed 
by comparing correlations within each race between subtests and 
total scores, and interaction was assessed by comparing the relative 
difficulty of subtests for each race (Yerkes, 1921, Part III, Tables 277, 
278l. On Alpha, the mean correlations between eight subtests and 
total score for whites and blacks were .81 and .81; on Beta, for seven 
subtests, .73 and .80. The rank order of difficulty correlations across 
race for subtests in Alpha and Beta, as determined from tabulations 
of the percentage of zero scores, were .90 and .82, which are rather 
high when one recognizes that in designing a test the usual aim is to 
make all of the subtests about equally difficult in the normative 
group. The difference between the last two correlations is consistent 
with Yerkes' statement, liThe general consensus seems to be that beta 
is pot as satisfactory a test for illiterate negro recruits as it is for illit
erate whites" (1921, p. 705l. The problem with Beta for blacks was 
that it was still too hard, yielding too many zero scores. 

In Table 2, I have reproduced what is very likely the earliest 
analysis of interaction with race at the item level on record. World 
War I U.S. Army psychologists calculated the percentage passing and 
the resultant difficulty rank within race of 25 items chosen for mili
tary use from the 1916 Stanford-Binet (Yerkes, 1921, Part III, Tables 
274 and 275l. Although originally no rank correlation was computed 
for these data either, the import of the analysis was evident from an 
inspection of the original tables, as it is in Table 2. 

Three samples appear in Table 2. Two of them consist of whites 
and blacks referred for individual testing at Camp Funston (Kansas) 
because they had performed poorly on a group test, usually Beta. 
Combined, these two samples represented about 52% of all individual 
tests given at Camp Funston, which received a large number of 
blacks (Yerkes, 1921, p. 74l. The average mental ages in the U.S. Army 
as a whole of all white draftees and all black draftees were estimated 
to be 13.08 and 10.37, respectively (Yerkes, 1921, Part III, Table 165l. 
Note that the mental-age means of the two groups in Table 2 are con
siderably below those values, yet the two remain almost a year and 
a half apart and differ substantially from each other in their average 
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percentages of items passed. Mental age, of course, was the only 
vehicle then available for conveying total test performance for adults 
so that it would be comparable to that of juveniles. 

The third sample in Table 2 has been added from elsewhere in 
Yerkes' report (1921, Part II, Table 66) and consists of 486 white 
recruits tested at various camps, 324 of whom were relatively unse
lected (i.e., relatively representative); the 162 remaining were not 
clearly described (Yerkes, 1921, p. 407), but they may have been indi
viduals who performed poorly on Alpha or Beta, which would 
account for the fact that the average mental age of the entire third 
group was somewhat below that of all white draftees. The difference 
of 4.51 years in average mental age between this white group and 
the blacks in Table 2 was considerably greater than the difference of 
2.71 years between all white and all black draftees revealed by the 
means given above. 

The correlations between rank orders of difficulty in Table 2, 
listed at the bottom, are all high: .97 between the very low-scoring 
groups of each race, .93 between very low-scoring blacks and the 
somewhat below-average (SBA) white group, and from .90 to .94 
between the rank order of mental age in the 1916 Stanford-Binet 
standardization sample and the rank order of difficulty in each of the 
three samples. The small differences between the observed correla
tions and a perfect correlation of 1.0 summarize the minor amounts 
of group-by-item interaction in each pairing of groups. For further 
insight into the meaning of the correlations, let us proceed to the 
more detailed examination of the rankings that is made possible 
through the inclusion of 3 items among the 25 that share a highly 
structured form. 

Despite the extreme diversity of item content-evident in the 
table but described more fully in Terman (1916)-and the large dif
ference between races in average percentages passing, there are 
eight exact ties in rank between the low-scoring whites and blacks 
in Table 2. Three of them involve the short-term memory and mental 
manipulation task of repeating digits backward, each more difficult 
item in the series simply adding one more familiar digit. All persons 
credited with passing the easier "three digits backward" and "count
ing backward from 20 to 1," for example, were presumably well 
equipped to confront four and five digits backward from the stand
point of familiarity with digits alone. Because passing each digits
backward item required repeating correctly the numbers in merely 
one of three trials (with different digits) contained in the item, this 
formally simple task even provided some opportunity for practice. 
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The fortuitous presence of such a highly structured subset of items 
among the 25 permits us to use them as a natural yardstick of intui
tive difficulty alongside which to set the other 22 items. 

Although adjacent items within the digits-backward series are 
separated from each other in content by only a single digit-the min
imum unit possible-they are widely separated in relative difficulty, 
ranking 10th, 18th, and 24th, respectively, in both low-scoring 
groups, and almost tying exactly with those two groups all three 
times again when the SBA whites are considered, too. The logic and 
sensitivity of the group-by-item interaction method is brought out by 
the fact that the numbers of preceding and intervening items were 
thus practically identical all three times in all three groups, despite 
the heterogeneity of the other items and the minute nature of the 
change in content represented by adding just a single digit each time 
to the highly structured and otherwise homogeneous items of the 
digits-backward series. 

Judging from appearances, if any items at all had depended on 
cultural information or knowledge that was socially more available 
to one race than to the other, they were far more likely to be found 
among the other 22 than among the 3 digits-backward items. This 
judgment is supported, moreover, by the fact that much higher per
centages of recruits than those connected with passing four and five 
digits backward had already exhibited sufficient familiarity with 
numbers to pass "three digits backward" and "counting backward 
... ," and practically all had been credited with "counting 13 pen
nies" aloud before they reached any of the digits-backward items (see 
Table 2 and Yerkes, 1921, Part III, Tables 274, 275l. 

Knowledge of general cognitive strategies for solving certain 
kinds of problems is sometimes distinguished from knowledge of 
highly specific information. Hence, it could be hypothesized that dig
its-backward performance was potentially affected by differential 
knowledge of relevant cognitive strategies on the part of some 
groups, even if not by differential familiarity with numbers per se. 
In principle, such an argument is necessary to the view that digits
backward items were as susceptible to cultural bias as the remaining 
items, at least during that period in history (e.g., before dial tele
phones). The historical aspect can be checked by administering all 
25 items to both races now, to see whether the digits-backward items 
have changed their relative difficulty levels, perhaps more for one 
race than for the other. In any case, research has produced little 
evidence that such general strategies normally account for the con
siderable differences between persons in repeating digits forward 
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(Dempster, 1981). Consequently, performances on the digits-back
ward items, and on the second and third of them especially (because 
more individuals than pass them have already passed the first), stand 
out as being relatively unsusceptible on their face to the kinds of cul
tural effects that might conceivably bias some of the remaining items. 
The second and third digits-backward items, of course, are the ones 
that define the harder ends of the two one-digit difficulty intervals. 

Not only the numbers of other items distributed between and 
around the digit span items remain nearly identical from group to 
group in Table 2, so does the content. That is, the actual items that 
occupy slots within any segment of the range bounded by the digit 
items also overlap greatly from group to group. Because the seg
ments below three and above five digits backward are open-ended 
(i.e., unbounded by other digits-backward items), let us attend to the 
two intervals we know to be exactly one digit wide in content diffi
culty. These are the intervals between three and four digits, and 
between four and five digits. 

The first interval, bounded by the first and second digits-back
ward items at ranks 10 and 18, obviously contains 7 rank-order slots 
to be filled by specific items. For any two groups, there are thus 14 
slots that must be filled by items that fall within a difficulty interval 
only one digit wide in content. Depending on how many such items 
are common to both groups, those 14 slots could be filled by a mini
mum of 7 and a maximum of 14 different items. With 7, the overlap 
between the two groups would be total; with 14, there would be no 
overlap at all in actual item content. It is meaningful to ask, therefore, 
how many of the available slots in an interval defined by a one-digit 
difference in content were occupied by items common to any pair of 
groups. In the second interval of interest, there are 10 such slots. 

First, we compare the low-scoring whites and blacks in Table 2. 
Of the 14 slots between three and four digits backward, 12 were filled 
by items common to both groups (2.7 times chance expectation 
under the model of independence), and 10 of 10 were so filled 
between four and five digits (4.4 times chance expectation). Next, 
comparing the low-scoring blacks with the SBA whites, we find that 
10 of 14 slots were filled by common items in the first interval (2.3 
times chance expectation). Analysis of the second interval is compli
cated by the fact that the rank order of "five digits backward" differs 
by one in the two groups. However, the outcome is essentially the 
same as before: 5 items fill all 10 slots up to but not including rank 24 
in both groups; that is, 10 out of 10 were filled by shared items. Thus, 
each possible comparison between races shows that 71 %-86% of the 
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slots in the first interval were filled by shared items, as were 100% of 
the slots in the second interval. Despite the heterogeneous content of 
the other 22 items, their seemingly greater susceptibility to purely 
cultural differences in availability of information, and the important 
differences in score level between the races, the very same items 
nearly always reappear within each one-digit interval for any racial 
pairing of groups. Overall, those slots are filled by shared items 87.5% 
ofthe time in the racial pairings. This outcome compares with 91.7% 
when both white groups are paired, which was equaled in the pair
ing of the two low-scoring groups of different race. We also know, 
from the high rank-order correlations in Table 2, that the missing 
items needed to complete the common matchings lie not many ranks 
away outside the intervals. Any attempt to defend allegations of bias 
by subsuming these uniformities into a model of cultural diffusion 
should be required to account satisfactorily for such details. 

The intuitive appeal of the one-digit intervals as "natural units" 
of difficulty is upheld by the fact that the two intervals not only 
appear equal, but also scale as nearly equal to each other within each 
ofthe three groups. This means that, within the range ofthree to five 
digits backward, each added digit does represent a minimal and 
therefore roughly equal increment in difficulty for items of that type. 
The scaling depends not on psychological judgments of difficulty, but 
on actual performances, and it is accomplished as follows. 

Under the assumption that the ability measured by the items is 
normally distributed, transforming the percentages passing (as areas 
under the normal curve) to their corresponding z scores (the abscissa 
of the unit normal distribution) yields an interval scale for the group 
in question (Jensen, 1980a, p. 439; see his Figure 4.9 for a distribution 
of forward-digit-span scores that is approximately normall. For the 
low-scoring whites and blacks and for the SBA whites, in that order, 
the differences in z values between three and four digits backward 
were 1.2, 1.1, and .8 units; group by group, each of those distances 
turns out to be close to the corresponding difference between four 
and five digits: 1.3, 1.3, and .9 units: "With the interval scale ... the 
size of the difference between pairs of numbers has meaning, and 
corresponds to the distance ... between the corresponding pairs of 
amounts of the property" (Torgerson, 1958, p. l6!. Here, the near 
equality of the two intervals means that they represent nearly equal 
amounts of the operational property known as difficulty, which 
accords with the conspicuous fact that they represent exactly equal 
minimal increments in number of digits. On the average, the raw 
increments in difficulty defined by the second interval were only 13% 
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greater than the increments defined by the first interval. Put in terms 
of differences rather than proportions, the differences between the 
two intervals in these samples averaged only .13 units on an SD scale 
that has six units of range (practically speakingl. 

The transformation to an assumed interval scale does not guar
antee that the intervals between any particular pairs of items will be 
equal; quite the contrary, they could display any relation whatever. 
The transformation simply enables us to see whether they are equal 
in fact, perhaps after having been hypothesized equal on prior 
grounds as in the present case. For the moment, I wish to emphasize 
the equality of the two intervals defined by the digits items, rather 
than the concomitant high degree of linearity between difficulty and 
number of digits that their equality implies for the range of three to 
five digits, because, as we shall see, there are no clear standards for 
distinguishing perfect linearity from merely very good approxima
tions of linearity, which are always to be expected among monotonic 
transformations. What appears expectable is often dismissed hastily; 
there is less complacency to be overcome concerning the question of 
the equality of two intervals to each other because that phenomenon 
is less common than monotonicity. The equality is cogent evidence 
that the two intervals-and hence, the contents of the items-bear 
some common fundamental relation to each other in all three 
groups. This evidence makes particularly good sense in view of the 
way in which the difficulty of the items is increased, via definite 
quanta of digits. 

However, the difference between the near-perfect linearity 
attained here and the extremely high degree of linearity to be 
expected whenever a straight line is fitted to only three pairs of 
observations already known to correlate perfectly in rank does 
deserve a comment. The rounded item distances given above for 
each sample indicate that the difficulty of the digits items correlates 
.999 (when rounded) with the number of digits backward in each 
sample. The closeness of fit revealed by these three extraordinarily 
high correlations merits a verbal description that distinguishes it 
from the merely extremely good linear fit of, say, any three items in 
general that happen to be ordered monotonically with the numbers 
3,4, and 5, and that might correlate with those numbers, say, only 
.98. Perhaps, the adjective perfect is not too strong. The Pearson cor
relations between the numbers of digits backward and the raw per
centages passing in each group provide a doubly useful contrast 
because the three percentages meet the ordering requirement (but in 
reverse), and because the percentages are not assumed to be on an 
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interval scale, so that the correlations also illustrate the advantage of 
the scaling procedure. For the low-scoring whites and blacks, and for 
the SBA whites, the three correlations between percentages and 
numbers of digits were -.990, -.943, and -.991. Clearly, these three 
correlations reveal what are conventionally regarded as very high 
approximations of linearity-but unlike the correlations of .999, they 
are far from perfect. Later, I shall return to the problem of discrim
inating perfect linearity from high approximations of linearity in 
imperfect data, but with the aid of three more samples. 

The small differences in z..unit distances that are apparent 
among the groups for a given interval imply differences in their 
underlying SDs of mental ability, which were not reported but have 
been calculated (Table 4l. The observed differences are consistent 
with the expectation that the SBA white group-in view of its sus
pected composition-might have had the largest SD, which it did. 
This source of differences between the groups in size of interval can 
be removed by standardizing the three digits-backward-item z scores 
for each of any two of the groups so that those scores have the same 
standard deviation as the corresponding three scores of the third 
(here, the SBA whitesl. When so standardized, the item distances in 
each interval turn out to be the same for all three groups (rounded 
to one decimal place): in the first interval, .8, .8, and .8, and in the 
second interval, .9, .9, and .9. The new, standardized values represent 
a major reduction in dispersion across groups within each interval, 
even if more decimal places were retained. Thus, the digits-back
ward items produce not only two nearly equal intervals in all three 
groups, but even the same-sized intervals when the underlying SDs 
of mental ability in the three World War I groups are controlled. 

It would be difficult, if not impossible, to select another set of 
three items a priori from Table 2 that would space themselves so 
nearly equally when scaled in this manner. Even knowing the per
centages passing in one of the groups would not help unless one 
were adroit at transforming them to unit normal deviates in one's 
head; neither the percentage differences nor the proportional rela
tions between the percentages passing successive items offer any 
ready clues to their interval scale properties. Anyone who wishes 
can easily verify this statement by performing those calculations for 
the three digits-backward items using the percentages passing in 
Table 2. 

The difficulty of selecting equally spaced items can be illustrated 
by picking a series of items that might offer some naive promise of 
being equally spaced because they happen to be equally spaced in 
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mental age. Beginning at an arbitrary point, I chose five such items 
for closer examination from Table 2. Table 3 displays those five 
items, their percentages passing in the three World War I groups, 
their z transformations, and, in parentheses, the incremental differ
ences between the z scores of adjacent items, that is, their interval 
widths. Note that there is no indication even within any single 
group-let alone all three-of nearly equal spacing between the five 
items or, for that matter, of any systematic lip-ear relation between 
the spacing and increasing mental age other than the expectable 
inverse trends (Terman & Merrill, 1937, pp. 25-26; 1960, p. 14), which 
yield three consistently negative but ragged correlations with mental 
age (-.27, -.51, and -.16), one for each group. Some of the intervals 
are several times as large as others, and there is even one slight rever
sal of rank order. Note also that standardizing the z scores in terms 
of the SBA whites' digits-backward distribution does not improve 
matters; rather, it simply makes the absence of nearly equal intervals 
between the five items more evident because the items are now 
placed on the same metric as the digits items. There is nothing path
ological about these five items, of course, as witnessed by the fact that 
their rank-order correlations are all very high, either .9 or 1.0. It is 
just that their contents do not have as fundamental and as highly pre
dictable a relation to each other in all groups as the contents of the 
digits-backward items; hence, although they tend to fall in the same 
order, the five items do not fall at the same distances apart in every 
group to the very high degree that the digits items do once the trans
formation to a common interval scale is effected. 

At the bottom, Table 3 also shows z transformation or delta cor
relations between the samples for two subsets of three items each. 
Because delta equals 4z + 13, the correlations for z and delta-a con
ventionalized linear transformation found useful for studying group
by-item interaction because it is always positive (Angoff, 1982)-are 
always identical. These correlations are available for comparison 
with corresponding correlations among the three digits-backward 
items, to appear below in Table 8. Note that when perfect rank cor
relation is not present among the three items for all samples, as does 
happen, the correlations can fall sharply (see below the diagonal). 
When perfect rank correlation is preserved, the correlations can be 
extremely high (see above the diagonal); however, even so, two of 
the three correlations are "low" by digits-item standards. That is, two 
are lower than the lowest of 15 separate correlations among digits
item z scores in six different populations (including the three in Table 
3) that appear below in Table 8. This is another indication of the spe-
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cial nature of the digits-backward items, especially in view of the fact 
that the items in Table 3, unlike items in general, were deliberately 
chosen to be evenly spaced in mental-age years. Usually, some items 
fall at the same mental-age year and are thus not well spaced in 
difficulty. 

The unusual properties of the digits-backward items in these 
rare old data warrant expanding the analysis to include other major 
comparison samples; with their aid, a more definitive statistical anal
ysis will be possible. That analysis will be concerned with the prob
lem of detecting the presence of perfect linearity of item difficulty 
(the complement of ability). To the degree that its presence can be 
satisfactorily demonstrated, linearity holds profound implications 
for the topic of item-group interaction and for Mercer's arguments 
in the final section. 

DIGITS BACKWARD, INTERVAL SCALES, AND NORMALITY 

MORE DATA 

One Additional Black Sample 

Table 4 extends our exploration of the digits-backward items by 
scaling the performances of the 1,800 southern black elementary
school children tested with the 1960 Stanford-Binet in 1960 by Ken
nedy et al. (1963). Both sexes were equally represented. After second 
grade, and in the sample as a whole, the two intervals between the 
three items were again almost equal to each other. At and below sec
ond grade, of course, "five digits backward" was too difficult for the 
children for it to scale well. 

What was mainly an assumption of the model earlier can be 
tested more adequately, because now we know the underlying SDs 
of general mental ability at the various elementary-school grades. 
Thus, from Grade 2 through Grade 6, and including the sample as a 
whole, we find that the correlation between the mean size of the two 
raw intervals and the SD of mental age was - .91, which was also 
the correlation between the SDs of the raw z scores and the SDs of 
mental age. When the variation between samples in interval size due 
to variation in the SDs of mental ability is removed by standardizing 
all of the z scores so that they have the SD (and, incidentally, the 
mean) ofthe z scores of SBA whites in World War I, we find that the 
intervals were the same size (to one decimal place) for all three 
World War I samples, for the 1960 black elementary-school sample 
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as a whole, and for Grades 4 and 5. The results for the other grades 
were not far off either; at two of them, the two intervals were exactly 
equal to each other. Table 4 shows, therefore, that the three digits
backward items scaled as far apart in difficulty among black elemen
tary-school children tested in 1960 as they did among the three sam
ples of adult draftees drawn from two races and tested 42 years ear
lier during World War I. 

Two Additional White Samples 

Table 5 extends the analysis to white children between the ages 
of 5.5 and 10 from the 1937 Stanford-Binet standardization sample, 
who had been tested circa 1930-1932, and to white children of 
selected ages from the 1916 Stanford-Binet standardization, who had 
been tested circa 1913-1914. Including older ages might be pointless, 
as can be seen from the two 10-year-old samples in Table 5, for 
beyond age 10 "three digits backward" may become too easy for that 
item to scale well. As not all three digits items were administered 
below age 10 in the course of the 1916 standardization, the 1916 10-
year-olds are, in effect, the only age group available for a full com
parison. Nevertheless, the 1916 9-year-olds have been included in the 
table in order to show how similar the available percentages are for 
both age groups in both standardizations, even though their testings 
occurred 17.5 years apart. Table 5 contains the first samples exam
ined thus far that have not been below average in mean IQ. Both 
sexes were, of course, equally represented. 

Once again, we find that the two raw z-score intervals are nearly 
equal to each other within every sample. When the z scores are 
scaled to match the SBA whites in dispersion (and, incidentally, in 
mean), the intervals are also nearly equal across samples. Again, test
ing the assumption that variation in raw interval size (or in SDs of 
raw z scores) across samples is due largely to variation in SDs of 
mental age, we find the correlation for ages 7-10 and in the 1937 sam
ple as a whole to be - .92. Thus, Tables 4 and 5 provide good evi
dence that the rationale for standardizing the z scores of the three 
World War I samples was sound. 

The average magnitudes of the first and second intervals across 
all 15 pairs of standardized z scores in Tables 4 and 5 are .83 and .83, 
with SDs of only .05 and .07, respectively. Plainly, the SDs show that 
increments in difficulty between adjacent digits-backward items 
have remained remarkably uniform across samples despite differ-
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ences between them in race, IQ, age, sex, region of the country, and 
point in time of testing over a 46.5-year period. 

The small residual differences across samples in interval size 
could well reflect minor departures from perfect normality in the 
samples; such departures are certain to be present. The IQ distribu
tion of the 1,800 black elementary-school children in Table 4 from 
the study by Kennedy et al. (1963), for example, is known to be some
what positively skewed (Jensen, 1980a, pp. 98-99); its moment coef
ficient of skewness is .37, and that of the sample's mental-age distri
bution over all six grades is .54. The manner in which it was 
generated, as well as the fact that its mean percentage passing in 
Table 2 is far above 50% and hence conducive to positive skewness 
(cf. Jensen, 1980a, p. 69), also suggests that the SBA white sample 
from World War I might exhibit positive skewness, and it does, with 
a coefficient of .41; the moment coefficients of skewness for the low
scoring white and low-scoring black draftees can be calculated, too, 
and are -.22 and .16, respectively (Sheppard's correction was 
applied; see Yule & Kendall, 1950, p. 158!. 

A Chi-Square Test for Relative Difficulty 

With such valuable data in hand, obviously it would be desirable 
to be able to test the equalities of the intervals between digits items 
across samples, for the issue of whether a true interval scale can be 
detected among mental ability items has profound implications. One 
way to test the intervals would be to test the relative difficulties ofthe 
items, for if the boundaries ofthe intervals are equal, so are the inter
vals. Unfortunately, no satisfactory direct test of relative difficulties 
seems to be available. Jensen (1980a, pp. 440-441) has proposed a rel
evant chi-square test that would embody many elegant features if it 
were correct, but Darlington and Boyce (1982) have questioned Jen
sen's derivation of its standard error. The difficulty seems to be that 
Jensen's treatment assumed that z (or delta) transformations had 
been generated by sampling from some multiple of a unit normal 
distribution, whereas they are in fact generated from percentages 
passing. Readers who consult Jensen's proposed test should also be 
alerted that his formula (p. 461) for the standard error has the expo
nents misplaced in his book's first edition (Jensen agrees!. 

However, we can employ a conventional chi-square test of the 
equality of two percentages in a somewhat indirect manner for 
essentially the same purpose, although it will not embody some of 
the elegant statistical properties that Jensen sought with his test. In 
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this application, the statistical test should be regarded as providing 
another heuristic framework for describing and interpreting the 
data. Interpretation rests on the pattern of results from 15 separate 
applications of the test to all pairings of six diverse samples; on a 
comparison of the outcomes from the three digits items with the out
comes after applying the test to a different set of three items; and on 
various supplementary statistical comparisons. 

Like Jensen's test, the one to be used here assumes that differ
ences between samples in means and SDs of z scores (or mental abil
ity) are not at issue; hence, it is helpful to characterize it as a test for 
differences in relative difficulty. Samples must be standardized so 
that their z scores share a common mean and SD. For this purpose, 
we shall continue to use the mean and the SD of the SBA white draf
tees as the common basis for standardizing other samples. Once the 
z scores have been so standardized, they are converted to what I call 
standardized percentages passing. These standardized percentages 
represent predictions of the values that the percentages passing 
would have assumed if all of the groups had had the mental ability 
mean and the SD ofthe SBA whites, given the relative difficulties dis
played by each sample's actually observed percentages passing. Sim
ple chi-square tests can then be applied to the standardized frequen
cies implied by the standardized percentages passing of each item 
within the context of the sizes of each pair of samples. The test is 
applied only to the frequencies derived from the standardized per
centages passing, and readers should not mistake observed percent
ages and standardized percentages in the tables to follow for the 
observed and expected frequencies of the chi-square test. 

The most unorthodox aspect of the test is that it is applied to fre
quencies that, although empirically derived, have not actually been 
observed. However, the question of whether the differences in those 
frequencies between samples would have been significant had they 
been observed directly does provide a familiar framework, within 
which to consider rejecting or accepting the null hypothesis, that is 
not unlike that of testing a partial correlation or any controlled com
parison. Comparison by inspection of the standardized percentages 
themselves across samples, as well as of the standardized z scores, 
should also prove informative. 

An awkward aspect of the test is that its sensitivity varies some
what according to the range in which the standardized percentages 
fall, and hence also according to the population selected to provide 
the basis for standardization. This variation effectively severs any 
simple connection between the sensitivities of the original and the 
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standardized percentages, and it is one of the problems that Jensen 
sought to circumvent. Expressed in terms of a test based on the unit 
normal distribution that is the counterpart of our chi-square with 
one degree of freedom (Walker & Lev, 1953, p. 78), the percentage 
difference between any two samples tends to decrease, and the stan
dard error tends to decrease also, as the standardization carries the 
percentages passing further from 50%. These changes tend to be off
setting, but not perfectly, and hence, the test yields somewhat higher 
chi squares at standardizations that produce standardized percent
ages passing nearer, on the average, to 50%. The presence of large 
samples, as can be seen in the case of our data, tends to be decisive, 
however, in determining whElther the chi square, whatever its value, 
continues to exceed the critical values associated with conventional 
levels of significance regardless of standardization. Conceivably, 
always standardizing all of the distributions to some aptly chosen 
and well-explored standard z-score distribution-such as one with 
mean zero and a given small SD, for example-could lead to a reduc
tion in the minor uncertainties surrounding probabilities that 
depend somewhat on the choice of population for standardization. 
However, this possibility has not been explored. 

Another feature of the present test that Jensen sought to avoid is 
that the sensitivities of individual items within an analysis vary 
somewhat according to their own distances from a standardized 
value of 50%, as described above. However, this variation need be of 
concern only if one is comparing items with each other in searching 
for potentially biased items, which was Jensen's intention. In the 
present application, we are concerned not with which particular 
items within an analysis register statistical significance, but with 
whether any do and, if so, between which samples. This viewpoint 
distinguishes testing for potentially biased items from testing for 
interval scale properties across samples. It might be noted that the 
use of a conventional small SD in the z-score standardization, as men
tioned above, could conceivably reduce differences between items in 
sensitivity because of their location in the percentage range; this pos
sibility has not been explored either. 

The Chi-Square Test Applied to Digits Items 

Perhaps, the best way to learn more about the test at this point 
is to see it in action. Table 6 presents the outcomes of applying the 
chi-square test to the relative difficulties of the digits-backward items 
in six highly diverse populations spanning 46.5 years in time of test-
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ing. For ease of presentation, the various grades and ages of the 1960 
black and 1937 white children's samples from Tables 4 and 5 have 
been combined into two major groupings. At the top are the 
observed percentages passing, and beside them are the standardized 
percentages passing derived from the standardized z scores imme
diately below. These z scores and standardized percentages have 
meaning in their own right, especially the z scores (whose differ
ences between samples, if divided by the standardized SD, remain 
invariant), and should not be associated with the ambiguities con
cerning the exact level of significance of the chi-square test. Both 
standardized statistics reveal a highly uniform picture across sam
ples. This uniformity indicates that, if all ofthe samples had the same 
mean and SD for mental ability, one would be able to predict the 
percentage passing of anyone of the three digits items in a particular 
sample almost perfectly, simply by knowing the percentages passing 
in some other sample (as displayed below in Table 12l. This relation 
holds across time of testing, across race, across age, and across sex 
composition. 

The chi-square test represents a device for judging whether the 
minor departures from perfect prediction might safely be attributed 
to sampling fluctuations. For any pair of samples and a particular 
item, the standardized percentages passing and not passing define a 
two-by-two contingency table with one degree of freedom. The 
lower panels of Table 6 contain chi-square values for each such pair
wise comparison among the six samples for tests of three, four, and 
five digits backward, respectively. There is also a test for all three 
items collectively, consisting of the sum of the three chi squares for 
individual items, which also has one degree of freedom in view of 
the imposition of a standardized mean and SD. Finally, there are 
three chi-square tests for each row of standardized percentages, 
which test all six samples simultaneously with respect to each single 
item. 

Not 1 of the 60 different chi-square tests at the bottom of Table 6 
exceeds or even approaches the critical value of 3.84 needed for sig
nificance at the .05 level, and none of the three row chi squares at 
the top approaches 11.07, the critical value at the .05 level when 
there are five degrees of freedom. For those curious, Jensen's chi
square test, which yields higher chi squares, also produced no sig
nificant findings when applied to the same original data. A "worst 
case" trial of the present test was also undertaken. This involved 
selecting as the basis for standardization the sample that would pro
duce standardized percentages closer on the average to 50% than any 
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other, and hence the highest chi squares. That sample happens to be 
the 1937 S-B whites. The chi square increased by only 5% on the aver
age, and again, none of the 63 possible outcomes approached being 
significant. Because there are no significant differences for any of the 
three digits items in relative difficulty across the six samples, there 
are, by immediate implication, no significant differences in the size 
of either interval.1 A cleaner result would be hard to imagine. 

The Chi-Square Test Applied to Comparison Items 

Questions concerning the meaning of a test and its power to 
detect differences are bound to arise whenever the acceptance of a 
potentially controversial null hypothesis is concerned. Such ques
tions can be addressed in two complementary ways. First, attention 
can be directed to the large sizes of at least five of the six samples in 
Table 6. Second, we can compare the two sets of outcomes after 
applying the test to a different but otherwise largely equivalent set of 
three Stanford-Binet items to which the same populations have 
responded. This comparison would speak to the question of whether 
the null findings are due to special aspects of the digits items or to 
the statistical test itself. However, aside from the digits-backward 
items, there are relatively few items that have continued virtually 
unchanged through the various Stanford-Binet revisions. Obviously, 
comparisons of samples as widely separated in time as those in Table 
6 require such items. Moreover, to remain comparable in gross for
mal structure to the three digits items, the neW" set of three W"ould 
also have to have the same rank order of difficulty in all six popula
tions. We have already witnessed how strong the effect can be on the 
z-score or delta correlation of slightly imperfect rank correlation 
among three items in Table 3, below the diagonal. The need for per
fect concordance in rank order restricts further an already narroW" 
choice from among the 25 items listed in Table 2. Nevertheless, con
stituting such a set did prove possible. 

To meet the requirements, it was decided to include "four digits 
backward" as the second-ranking member of the new set of three 
items, with the first and third ranks being filled by "copying a dia
mond" and "drawing designs from memory" (the last involving com
plex designs), As items go, these three, like the digits items, make 

IThe slightly stricter test for this inference, which would involve the comparison of 
the difference between two within-sample differences between adjacent items for an 
interval (for any pair of samples), cannot be calculated for these data. 
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only the most minimal demands for information beyond what is 
present in the items themselves. The three are located at 1916 Stan
ford-Binet mental ages of VII, IX, and X, whereas the 1916, 1937, and 
1960 revision mental ages of the three digits items were VII, IX, and 
XII. The 1916 mental ages of the first and second items of the new set 
hold across all three revisions, but on the 1937 and 1960 revisions, the 
third item, which there exists in two versions that differ only in the 
severity of scoring, must be taken from Year XI for it to be compa
rable to its 1916 version, which evidently was placed a year too low 
at that time (e.g., see Terman, 1916, p. 262). Although the spacing 
between the second and third items is thus slightly reduced in the 
new set, we should keep in mind that the digits items were not sin
gled out on the basis of their mental-age locations, and because there 
is now no a priori reason to expect the two intervals in the new set 
to be equal to each other, the precise mental-age locations ofthe new 
items are immaterial. What is important is that perfect rank corre
lation among the six major samples be maintained. The same rank 
ordering of the new set also held throughout the six individual age 
levels of the 1937 Stanford-Binet sample listed in Table 5, and at all 
grades of the 1960 black sample in Table 4 except the first, where the 
second and third items were tied. Because relative difficulty takes 
both the z-score mean and SD into account and is thus a function of 
all of the items being considered, the inclusion of a digits item in the 
new set does not distort comparisons of the chi-square test between 
the two sets. Finally, 113 white 9-year-olds from the 1916 standardi
zation sample had to be substituted for the 87 10-year-olds so as to 
make responses to all three new items available in every population. 
In order not to alter the power of the statistical tests, the size of this 
substitute sample from the same original population has been treated 
as though it, too, were 87. This change is noted where appropriate 
in the tables. 

Table 7 repeats the analyses and chi-square tests for the new 
items that were reported in Table 6 for the digits items. To render 
the z scores and perhaps the significance tests more comparable to 
those for the digits items in Table 6, the z scores in Table 7 have been 
standardized to the mean and the SD of the z scores of the SBA 
whites' digits items instead of to the mean and the SD of the z scores 
of the SBA whites' new items. This decision proved to have no 
impact on the overall interpretation, although it did produce some
what higher chi squares and five additional significant pairwise 
comparisons. 
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Table 7 contains numerous chi squares that now far exceed their 
critical values. Two of the three row tests are highly significant, 
involving the second and third items. Consistent with the row tests, 
none of the 15 pairwise comparisons for the first item proves signif
icant, but 9 of 15 for the second item, 5 of 15 for the third item, and 
10 of 15 for the pairwise comparisons of all three items, considered 
collectively, do. Of the 60 different pairwise comparisons, 24 are sig
nificant. Obviously, the picture is quite different now from that in 
Table 6 concerning the digits items, where there were no significant 
differences at all. 

Interpreting Significant chi Squares 

The first matters to consider are the locations among items and 
among samples of the significant chi squares in Table 7. A caution 
against overinterpreting the locations of significant outcomes among 
items is immediately in order. This caution has its basis in two con
siderations, the first of which is largely an artifact of the relatively 
few items to which the test has here been applied, and the second of 
which is intrinsic to the analysis of relative difficulty in general. In 
preparation for a discussion of the artifacts, note that the number of 
significant outcomes for single items in Table 7 is related strongly and 
inversely to each item's average distance from the mean standard
ized z score in any sample. The closer to a z-score mean an item lies, 
the greater its number of significant outcomes; consequently, the 
middle item, "four digits backward," exhibits the greatest number of 
significant differences among samples: 9 out of 15 tests. This result 
may seem especially anomalous in view of the clean results for all 
three digits-backward items obtained earlier. 

There is, however, a simple explanation. The constraint of a con
stant SD for all samples imposed when standardizing their z scores 
is equivalent to requiring that the sum of squares (of deviations from 
the mean) remains constant, and it is easy to see that the closer to the 
sample mean an item lies, the more it must change its position dur
ing standardization in response to changes in the locations of other 
items if the total sum of squares is to meet the constancy require
ment. Conversely, a given adjustment of its contribution to the sum 
of squares can be satisfied by a much smaller change in standardized 
z the more distant an item lies from the mean of all three items. 
Because "four digits backward" is always the second-ranking item of 
three, and hence always the closest to the mean z score, it "travels" 
up and down the standardized z scale from sample to sample in 
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response to relative changes in other items more than they do. In this 
sense, the three items form a "hydraulic" system; the inner item 
behaves like a piston with a smaller cross-sectional area than the pis
tons of the outer items, and hence, its displacement in response to 
any displacement in them is greater than theirs to the same displace
ment in it. Were there more than one item between the extremes, 
the compensating effect of a change in response to a change in rela
tive difficulty in an extreme item could be spread over several central 
items without disturbing anyone of them very much. This expla
nation, incidentally, also accounts for the fact that the sum of 15 chi 
squares was largest for "four digits backward" in the analysis of the 
three digits items in Table 6, even though none was significant. The 
absence of significance there despite the tendency of the statistical 
analysis to concentrate the chi square in the second-ranking of three 
items testifies further to the unusual generality of relative difficulty 
across samples in the case of the three digits items. The second-rank
ing item acts as bellwether in any set of three. 

The artifact just described occurs at the standardized z-score 
stage before the transformation to standardized percentages, and it 
should not be confused with the tendency of the test to yield some
what higher chi squares for items whose standardized percentages 
lie closer to 50% that was described earlier. The present artifact is 
peculiar to the situation when there are few items in the analysis, 
and it is the far more influential of the two phenomena. Both lead to 
differential sensitivity among items; again, such a differential is of no 
concern when the purpose of the analysis is to detect departures 
from interval scale properties rather than potentially biased items. 

At this point, it is convenient to illustrate the relatively minor 
impact on interpretations of the differential sensitivity of items 
according to the distance of their percentages passing from 50% and, 
at the same time, to set to rest a question that might arise concerning 
the difference in results between the digits items and the new items. 
An inspection of the standardized percentages passing of the middle 
items ("four digits backward" in both cases) in Tables 6 and 7 shows 
that those percentages are closer to 50% in Table 7 four out of six 
times. Because the middle item in Table 7 also gave rise to more sig
nificant outcomes than the other two items put together, it is reason
able to ask whether the overall difference in significant outcomes can 
be explained by the difference in proximity to 50% rather than by a 
difference between the two sets of items. To answer this question, 
we need only refer to the analysis based on the alternative standard
ization that might well have been used in Table 7, that is, the stan-
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dardization to the z-score mean and the SD of the SBA whites' new 
items rather than of their digits items. Vis-a-vis Table 6, that alterna
tive but unreported standardization changes the order of closeness. 
to 50% of the middle items so that the one in Table 6 is now closer in 
five out of six instances, with one tie, instead of only two out of six; 
however, the middle item in the new set still produces 6 significant 
outcomes in 15 comparisons, and the two row chi squares that were 
significant earlier, although lower in value, remain highly signifi
cant. Plainly, the overall difference between the two sets of items is 
no artifact of the choice of standardization. The impact of the choice 
of standardization, incidentally, is roughly proportional on all of the 
chi squares for a given item, although the proportion varies from 
item to item. 

The second consideration to be kept in mind when interpreting 
the location among items of significant results from the chi-square 
test is one intrinsic to the study of relative difficulty; that is, the out
come for a particular item always depends on the nature of the other 
items tested with it because its difficulty is defined as relative to that 
of other items. Consequently, an item that is actually an extremely 
good one in the context of one subset of items may appear to be less 
adequate in a somewhat different context of items-witness "four 
digits backward." Jensen (1980a, p. 441) was undoubtedly aware of 
this when he suggested using relative difficulty on an assumed inter
val scale for detecting potential bias, but because he did not include 
an example with real data, the point may not have received sufficient 
emphasis. Instead, his discussion mentions, quite correctly, that the 
statistical significance of an item does not necessarily indicate that it 
is relatively more difficult for a minority group, for the item could be 
easier for that group (Le., it could have a lower standardized z score 
or delta!. In practice, significant differences in one direction tend to 
be accompanied by significant differences in the other direction for 
other items in any comparison oftwo samples. For example, in Table 
7, the second item is often significantly easier for sample (Z), whereas 
the third item is often significantly harder for sample (Z), in relative 
terms. Thus, an item with unusually good attributes, such as "four 
digits backward," may be made to appear less good as the result of 
its having been placed among other items whose attributes are not 
as good as its own in some more general sense, such as in having true 
interval scale properties in at least some context. Not having been 
confronted with real examples, Jensen may have been too ready to 
label such counterbalancing but statistically significant items 
"biased." When the rank order of difficulty correlation is high, there-
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fore, as it usually is, the investigator may wish to consider the pos
sibility that significant but minor advantages in relative difficulty for 
one group with respect to certain items are adequately offset by sig
nificant but minor advantages for the other group with respect to 
other items (Jensen's recommendation notwithstanding), difficulty 
being measured by standardized z or delta. The best overall sum
mary measure of adequacy in this case may prove to be the level of 
z-score or delta correlation between any two samples-which is not 
affected by choice of standardization-interpreted in light of the 
number of significant item outcomes, the power of the test, perhaps 
the contingency or phi coefficients linked with each pairwise chi 
square, and experience with other analyses. Finally, before conclud
ing that an item is generally unsuitable in view of its performance 
on a chi-square test of relative difficulty, one ought to investigate that 
performance in the context of different items, preferably ones with 
which it might have more in common, as in the case of "four digits 
backward" and the other two digits items. Together, the three digits 
items come closer to absolute perfection when subjected to certain 
internal validity tests for potential bias than any other items now 
known, as will become clearer from the next analysis in Table 8, 
below, based on z or delta correlations. 

Before proceeding to the next analysis, however, we must first 
consider the location among samples of the significant outcomes in 
Table 7. In the overall tests, the pattern-if, indeed, there is one-can 
be summarized as follows: The two black samples are significantly 
different from each other; both black samples are significantly differ
ent from three of the white samples, but not exactly the same three, 
for a total of six out of eight possible comparisons across race; and 
white samples are significantly different from other white samples 
in three of six possible comparisons. With significant differences 
within race about as common as significant differences between 
race, there seems little reason to attribute the differences to racial 
background per se. The differences in Table 7 are best viewed, there
fore, simply as evidence that these data do not demonstrate a posses
sion of true interval scale properties by the new set of three items, 
rather than as evidence of bias against or between any particular 
populations. 

Linking the Chi-Square Test with z-Score Correlations 

Now, let us turn to the next analysis concerning the digits-back
ward and new items, in Table 8. This analysis depends on compari
sons among z-score (or delta) and other correlations involving the 
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two sets of three items in our six populations. Hypotheses concern
ing these correlations cannot be tested with the usual statistical for
mulas intended for correlations because those formulas assume that 
the number of cases and the number of data points are the same. 
Here, however, there are only three data points despite the 
extremely large numbers of cases. Three are too few to treat as 
though they were aggregate cases in the formulas, as is sometimes 
done under such circumstances. It was in order not to sacrifice or 
ignore the information in our large samples that the chi-square test 
was improvised earlier. However, now we can supplement the chi
square test, which was useful for comparing samples with each 
other, with nonparametric tests between sets of correlations, which 
capitalize on our having six independent samples to analyze simul
taneously, but which cannot compare samples with other samples 
(except in the case of correlation with an external criterion, 
explained later). 

Panel A of Table 8 contains two sets of z-score correlations 
among the six samples: one set for digits items and one set for the 
new items. By choice, no correlation in Table 8 has been rounded to 
1.0000, no matter what the decimal places beyond the fourth con
tained. The set above the diagonal, with a mean of .9984 (SD = 
.0020), demonstrates the extraordinarily high level of correlation 
between the z scores of the digits-backward items. The lowest of 
the 15 digits correlations is .9942, and 6 of the 15 either round to or 
are greater than .9999 (if carried to more places). Among the five 
larger and hence more stable samples, the correlations are even 
more impressive: a mean of .9997 (SD = .0003), a lower bound of 
.9989, and 6 out of 10 either round to or exceed .9999. Moreover, all 
six of the correlations among the four samples that are both large 
and free of rounding errors in the original data (because frequen
cies rather than percentages were given) are .9999.2 These four 

vrhe data originally reported as simple percentages for samples (t) and (3) were first 
converted to the whole-number frequencies that would have rounded to the per
centage in question, as the original frequencies could only have been whole numbers. 
However, there were often two adjacent whole numbers that could have rounded to 
a particular reported percentage, either upward or downward, in which case the 
two whole numbers were averaged, and a new percentage to two decimal places was 
determined for the average. The total frequencies for sample (3) were assembled from 
the frequencies determined in this manner for individual ages, whether whole num
bers or averages of whole numbers, thus permitting errors in either direction an 
opportunity to cancel each other, and final percentages to two decimal places for the 
whole sample were calculated from the total frequencies, whether whole numbers 
or not, just as for the other samples. 
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include the two black samples and white samples (4) and (6l. 
Empirical correlations as high as these, even from aggregate data, 
are seldom seen. 

The set of correlations below the diagonal in Panel A, for the 
new items, has a mean of .9726 (SD = .0247). As the mean indicates, 
the correlations in this set are also high by usual standards, but dis
tinctly lower as a group than the correlations above the diagonal. 
Only two of the new set appear as .9999 (see Panel Bl. Although it 
may seem small, the difference between the two sets reflected in the 
means justifies the use of special terms for characterizing the upper 
set. Panel A in Table 8 demonstrates that although the precondition 
of perfect rank correlation of three items among samples virtually 
ensures a high linear correlation between the z scores of any two 
samples, it certainly does not guarantee an extraordinarily high cor
relation such as those for the digits items above the diagonal. Accord
ing to the Mann-Whitney test (Walker & Lev, 1953), the two-tailed 
probability that the two sets of correlations represent the same sta
tistical population is only .0014. The chi-square test, as we are now 
in a position to see, was also extremely sensitive to aspects of the dif
ference between the two sets, as it yielded no significant differences 
for one, but 24 for the other. 

Having witnessed that the chi-square test is extremely sensitive 
to the relatively small difference between correlation matrices above 
and below the diagonal in Table 8, it can now be shown that the test 
is also sensitive to variations in the strength of correlation within 
each of the two matrices. Not surprisingly, there is a strong associa
tion between the magnitudes of the correlations between samples in 
Panel A and the magnitudes of the overall pairwise chi squares 
between samples in Tables 6 and 7. Above the diagonal, the correla
tion between the correlations (despite their small sm and the total 
chi squares in Table 6 is - .69; below the diagonal, it is - .82 with the 
total chi squares in Table 7. But for the fact that the chi square is a 
complex function involving sample size and choice of standardiza
tion, these cross-relations between the two statistics would be 
even stronger. In any case, they are strong enough to establish the 
relevance of both statistics to the interval scale question, for 
both statistics are obviously devices for assessing departures from 
perfect linearity. In samples as large as ours, the chi-square 
test can be understood, therefore, as one that discriminates 
extraordinarily high degrees from merely very high degrees of 
linearity. 
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Comparing the z versus Percentage Transformations for Evidence 
of Interval Scale Properties 

Neither a significant chi square nor a low correlation necessarily 
proves that a set of items lacks interval scale properties, for a perfect 
interval scale can be obscured by, and a perfect correlation disrupted 
by, the impact of other variables on the observations. Such a config
uration of statistics merely proves that the data depart sufficiently 
from perfect linearity so as not to constitute evidence for an interval 
scale as they stand. A replicable correlation of 1.0 and its accompa
nying chi square, on the other hand, do constitute sufficient proof of 
an interval scale as they stand, for such a correlation can appear only 
when interval scale properties are present in the measurements. 

Social scientists are aware that monotonic, but not necessarily 
linear, transformations tend to correlate very highly with each other 
(Labovitz, 1970), and that awareness actually militates against their 
being sufficiently impressed by a particular high correlation to 
accept fully the existence of a true interval scale. Can there ever be a 
region of correlation short of1.0 where it is warranted to dismiss that 
doubt? Given that empirical data can never reasonably be expected 
to yield perfect correlations of 1.0, the problem before us is that of 
deciding whether it can ever be appropriate to replace the idea of 
approximation with the idea of true functional fit and, if so, under 
what conditions. Not having often been faced with the problem, 
social scientists have no generally agreed-upon standards for accept
ing the hypothesis of perfect linearity, that is, really accepting it. 
Thus far, I have made a case that the correlations among the digits 
items are extraordinarily high-higher, in fact, than would be 
expected simply on the basis of perfect rank-order correlation 
among three data points, and significantly higher than correspond
ing correlations between comparable items in the same samples. 
Now let us see what other evidence is available among the remaining 
correlations in Table 8, as yet undiscussed. 

Panel C of Table 8 contains correlations between samples for 
both sets of items that are based on the observed percentages passing 
instead of z transformations. Because the Panel C correlations also 
reflect perfect rank-order correlation among samples, they afford 
another opportunity to examine the extent to which that precondi
tion alone is capable of producing extraordinarily high product
moment correlations when there are only three data points. 

Above the diagonal in Panel C, the digits-backward items, whose 
correlations average .9686, now display only two correlations of 
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.9999; below the diagonal, the new items, whose correlations average 

.9843, display only one (see Panel Dl. Even these few examples of 

.9999 are due not simply to the precondition of perfect rank corre
lation, but to the fact that the pairs of samples in question just happen 
to have fairly similar mental-age means and SDs (see Tables 4 and 5 
for these statistics!. Counting on both sides of the diagonal, two of the 
three .9999 correlations occur for the same pair of samples, numbers 
(2) and (3). Their mental-age means and SDs are known and similar. 
The third .9999 correlation occurs between samples (1) and (6), above 
the diagonal. Their means are both known and similar. Moreover, 
the correlation below the diagonal between samples (1) and (6) is also 
unusually high, at .9997. When mental ability is normally distributed, 
and when two large and stable samples, such as numbers (2) and (3), 
have equal means and SDs, an interval scale will obviously lead to 
perfect correlations between both their z scores and their percent
ages passing. In Panel C, we are witnessing several cases that approx
imate such a condition, where the transformation with the higher 
correlation may simply be an accident of minor sampling fluctua
tions around a virtual tie. 

Unlike the two correlations matrices based on z scores in Panel 
A, the two based on percentages in Panel C do not differ significantly 
from one another, according to the rather powerful Mann-Whitney 
test (p = .25, two-tailed test!. This lack of difference is consistent with 
the interpretation that it is the z transformation that enables the 
interval scale properties of the digits items to become manifest. 

An especially important comparison is that between each Panel 
C matrix and its z counterpart for the same set of items above in 
Panel A. If interval scale properties are present, and the z score is the 
correct transformation, that transformation rather than any other 
should allow the interval scale to emerge. To the extent that the z 
transformation is correct, therefore, other transformations may 
prove ~ore incorrect than usual and hence, through a seesaw effect, 
may be more apt to yield relatively low correlations, especially 
when samples are as heterogeneous in their mental-age means and 
SDs as ours. A corollary compatible with, but independent of, the 
seesaw effect is that when one set of items embodies interval scale 
properties and an another set falls short, the choice of transforma
tion should prove more critical for the first set. This, in fact, is what 
occurs in Table 8. 

Thus, the Mann-Whitney test reveals a significant difference 
between the z score and the percentage-passing correlations of the 
digits items (p = .0008, two-tailed test), but no significant difference 
between the z..score and the percentage-passing correlations of the 
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new items. In 13 of 15 comparisons, the z-score correlation of the 
digits items is larger than the corresponding percentage-passing cor
relation (p = .008, two-tailed sign test); the matrix ofpercentage-p~ss
ing correlations for the digits items also has the lowest mean of the 
four matrices in Table 8, .9686, which would be consistent with a 
seesaw effect. The two exceptions in the 15 sign-test comparisons 
involve the pairs of samples with fairly similar mental-age means, 
and sometimes SDs, that were discussed earlier, and for which a spe
cial explanation was given. Each of the samples in those special pairs 
displays correlations with the remaining samples that are all 
enhanced by the z transformation, for a total of four of the five avail
able comparisons. Even the few correlations that fail to be improved 
by the z transformation in the case of digits items, therefore, are nei
ther truly exceptional nor characteristic of any particular sample, as 
they simply reflect the coincidences of similar means and SDs. 

In short, the transformation to the abscissa of the normal distri
bution in combination with the digits items produces a correlation 
matrix significantly higher than either of the two matrices in which 
one or the other of these two factors is lacking or than the matrix in 
which both are lacking (test results appear in Panel El.l Before con-

~here are difficult philosophical problems surrounding my use of significance tests 
of the differences between correlation matrices in Panel E of Table 8. First of all, there 
is the problem of non independence between elements within each matrix, which the 
nonparametric test does not take into account. However, the samples for pairs of 
matrices, especially those pairs based on the same items, are not independent either, 
and hence, conditions certainly do not correspond to those for which the more 
sophisticated test of Jennrich (1970) is suited. Second, there is even a serious question 
of whether there is anything stochastic to be tested at all in the case of those matrices 
that differ only as the result of the nonlinear z transformation; if there is not, and the 
difference is merely a tautology, any difference is reliable, no matter how small. How
ever, knowledge of the transformation is certainly not sufficient to predict the out
come a priori, as some of the comparisons demonstrate, especially the failure of the 
seesaw effect, below, and it does seem reasonable to regard the goodness of fit as sub
ject to chance fluctuations in the data, by analogy with testing for curvilinearity of 
regression against linearity, where the two alternatives are also related by a transfor
mation of the same data (but differ, note, by a degree of freedom in the simplest case, 
unlike here). The nonparametric test, in view of the second question, may be overly 
stringent, but it does lend security that correlations in two matrices are indeed spec
imens from different populations in the absence of any other way of knowing. The 
viewpoint taken is that the elements have been sampled from a larger population of 
potential pairings of samples otherwise meeting the conditions of each matrix. The 
idea of a larger population makes sense, as the rows and columns represent samples 
instead of variables. A fortiori, such considerations motivate the testing of matrices 
based on different items. The problem of independence among elements, however, 
remains unevaluated. I am indebted to James Fennessey for a helpful discussion of 
these perplexing issues. 
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sidering the important implications these data hold concerning the 
shape of the distribution of mental ability in all six samples, which 
many readers will have perceived for themselves by this point, we 
must return to Table 8 to discover what its remaining correlations 
have to say. 

Relations with an Outside Criterion of Distance between Items 

The correlations in Table 8 considered thus far hold no infor
mation concerning the relative sizes of the two intervals within any 
set of three items. They indicate only the degree to which the inter
vals between items, whatever their size relative to each other, are 
invariant across samples. Columns (7), (8), and (9) of Table 8, how
ever, do contain sets of six correlations that bear on interval sizes 
within samples. These correlations are between the z scores (in 
Panel A) or the percentages passing (in Panel C) and numbers chosen 
to portray three alternative hypotheses concerning the manner in 
which digits-backward items increase in difficulty, that is, concern
ing the sizes of the intervals. The correlations in those columns also 
address the question of whether it is possible to discriminate among 
alternative a priori models of digits-item difficulty, given that all 
monotonic transformations of only three data points that are per
fectly ordered are bound to correlate highly. Again, the statistical 
analysis depends on the presence of mUltiple samples. 

The column (7) model, represented by the numbers 3, 4, and 5, 
views difficulty as increasing one unit for each additional digit, in 
accordance with the manifest structure of the items. This is the 
model with which the chi-square results thus far appear consistent. 
The column (8) model, represented by the numbers 9, 16, and 25, 
views difficulty as increasing linearly as the square of the number of 
digits backward. The column (9) model, represented by the numbers 
3!, 4!, and 51, or 6, 24, and 120, views difficulty as increasing as the 
number of permutations of the number of digits.4 If scaled so as to 
have the same mean and SD as the first model, the second can be 
represented by the numbers 3.0441, 3.9169, and 5.0390, and the third 
by 3.2821, 3.5758, and 5.1422. When so transformed, it becomes evi
dent that the second differs so slightly from 3, 4, and 5 that it is rea-

'The size of the total pool of potential content, such as all single digits or all letters of 
the alphabet, first suggested by Jacobs (1887, p. 75) as a factor in difficulty in simple 
or forward-memory span, does not seem to have any effect (Crannell &. Parrish, 1957). 
Hence, the models do not reflect pool size. 
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sonable to wonder whether the chi-square test would be sensitive to 
the difference if the two models applied to different samples. How
ever, we can address the problem of discriminating between such 
similar models by inspecting the sets of six correlations in columns 
(7), (S), and (9) that represent the models and also by using the Mann
Whitney U test to determine whether some are significantly better 
than others in fitting the observed measures of difficulty. The exact 
probabilities of the Mann-Whitney test for small samples are tabled 
in Siegel (1956). 

Inspection of the permutation model in column (9) reveals it to 
be so inferior to the other two models in fitting either the z scores or 
the percentages passing that it need not be considered further. This 
leaves just two models. In Panel A, the correlations of the unit model 
in column (7) exceed those of the squared model in column (8) five 
out of six times, the single exception involving a small difference of 
only .0003. These two sets of correlations differ significantly (p = 
.042, two-tailed test). The corresponding sets in Panel C do not differ 
significantly from each other, but each Panel A set is significantly 
higher in absolute value than its corresponding Panel C set (see Panel 
F for probabilities). Such patterns add to the evidence in support of 
the z transformation as the proper metric for digits-item difficulty. 

To assess further the extent to which monotonicity alone is 
responsible for the success of the unit model of digits difficulty in 
column (7), the digits I, 2, and 3 (a linear transformation of 3,4, and 
5 used to reduce confusion) were correlated with the z scores and 
the percentages passing of the new items (see the last rows in Panels 
A and C), even though we have no a priori expectations concerning 
the relative sizes of the intervals between the new items. These two 
sets of correlations do not differ significantly from each other in abso
lute value, which indicates once again that the relation between the 
digits items and the z transformation holds special information not 
easily found among other items or other transformations. Both "I, 2, 
3" sets are significantly lower in absolute value than the "3, 4, 5" set 
in column (7) of Panel A. These additional results mean that the unit 
model in conjunction with the z transformation of digits-item diffi
culty exhibits a significantly better fit than all seven other sets of six 
correlations in Panels A and C (see Panel F for probabilities for all but 
the obviously inferior permutations sets). 

Now let us take a closer look at the correlations of our most suc
cessful model: z score with unit difficulty for digits-backward items. 
Five ofthe six correlations exceed .9990, and those five belong to the 
five large samples. Thus, the only discernible distinction among the 
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samples appears to be a function not of mental ability level, age, race, 
sex composition, or time period, but simply of sample size. 

The success of the model in column (7) of Panel A in passing such 
tests means that in addition to the evidence strongly indicative of an 
interval scale for the digits-backward items from the chi-square test, 
and from the extraordinarily high correlations among z scores of 
heterogeneous samples, we have now the extraordinarily high cor
relations between samples and an external criterion founded on the 
structural nature of the items. The last relationship can be summa
rized by the correlation between the numbers 3, 4, and 5 and the 
weighted averages of the z scores for digits items in Table 6, formed 
across samples. That correlation is .9998. The closeness of fit between 
the numbers of digits in an item and the relative difficulties derived 
from the performances of all 4,785 individuals can also be portrayed 
by standardizing the weighted z averages so that they have the mean 
and the SD of the numbers 3,4, and 5; when this is done, the relative 
difficulties can be expressed by the numbers 3.01, 3.98, and 5.01, 
among which the intervals are very nearly perfectly equal. 

Although it is not immediately visible, there is one final relation 
of interest concerning the z-score correlations for the digits items in 
Panel A. If the correlations between each of the six samples with 
other samples are summed-thus representing the total or average 
strength of association for each sample-and each sample's sum is 
correlated with the correlation between its z scores and the numbers 
3,4, and 5 in column (7), the resulting correlation equals .9910. Appar
ently, even the exceedingly small differences in degree to which the 
samples correlate with each other can be accounted for almost 
totally by the extent to which their z scores correlate with the unit 
model of digits-item difficulty. The better each sample fits the unit 
model, the more it correlates, on the average, with the other sam
ples. In factor-analytic terms, the vector of six correlations between 
z scores and 3, 4, 5 represents "loadings" on the "3, 4, 5" factor, 
which is very nearly equivalent to the actual first principal compo
nent of the digits-item correlation matrix in Panel A. The actual first 
principal component accounts for 99.87% of the variance in that 
matrix and may be seen in column (10) of Panel A. The sum of 
squares of "loadings" on the "3, 4, 5" factor in column (7) indicates 
that it accounts for 99.86% of the variance. In contrast, loadings on 
the "1, 2, 3" factor account for only 95.72% of the variance in the 
matrix based on the three new items, and the first principal com
ponent of correlations based on digits-item percentages, in Panel C, 
accounts for only 97.40%. 
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AN IMPORTANT SET OF PERIPHERAL QUESTIONS 

One may be willing to grant that intriguing differences have 
been demonstrated between the two sets of items and between the 
z-score and the percentage-passing transformations and yet have res
ervations based on the following questions: To what extent are the 
new items typical of similarly ordered Stanford-Binet items in gen
eral? To what extent are the differences between the two sets due 
only to possible differences in reliability? To what extent are the dig
its-backward items typical of other digits-backward items, both 
within and beyond their range in length? Before attempting to har
vest our interpretations, let us deal with these peripheral but impor
tant questions. 

E}(.amining a Wider Pool of Non digits Items 

Conceivably, the constraints discussed earlier on the choosing of 
three new items common to all six samples have led to an unfortu
nately atypical selection and thus a somehow flawed comparison. 
For example, the most difficult item in the new set was spaced one 
mental-age year closer to the next most difficult than strict corre
spondence with the digits items would require. Moreover, two of the 
items in the new set depend on the scoring of drawings (made from 
a simple model in one case, and from memory of complex models in 
the other), and such items may be less reliable than ones that are 
digital. 5 Even if they were well-founded, such conjectures would not 
make the chi-square test less sensitive, or necessarily detract from 
the properties of the digits items, although those properties might 
then be revealed to be more general than Tables 6-8 would suggest. 
The answers to the questions are clearly worth having, but as much 
for the light they can shed on other items-which constitute the pre
ponderant content of the Stanford-Binet-as for what they reveal 
about the digits items themselves, for understanding of each kind of 
item can improve understanding of the other. Let us consider first 
the matter of the representativeness of the items analyzed thus far. 

S"Copying a diamond" and "memory for designs" were listed by Terman (1918, Table 
4) in the lower midrange of a group of items prone to scoring errors on the part of 
student examiners, but their error rates were modest. Digit span was not listed at all. 
Terman emphasized that his data did not necessarily bear on the intrinsic difficulty 
of scoring items, as they reflected the instructional preparation of those students. The 
scoring for the SBA whites included a small "doubtful" category, which I have treated 
as "failing," but the two nondigits new items received fewer doubtful scores than the 
digits-backward items (Yerkes, 1921, Part II, Table 66). 
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Recall that three of our larger and more heterogeneous samples, 
from 1918, were tested with 25 items from the same Stanford-Binet 
edition. Those items were listed in Table 2. We can extract all of the 
nondigits items that have exactly the same mental-age locations as 
the digits items, therefore, and examine their z-score and percentage
passing correlations between all pairings of the three samples. This 
procedure yields three qualifying items at each of the three mental 
ages VII, IX, and XII (Item XII, 5 having been dropped because it had 
a percentage passing of zero in one of the samples and hence an inde
terminate zl.6 All combinations of three items consisting of one from 
each of the specified mental-age years yields 27 triplets of items. 
However, some of the triplets, because of item ties or inversions of 
order in one of the samples, fail to display percentages passing that 
are perfectly concordant in reversed order of magnitude with the 
order of the mental ages (z and the percentage passing are, of course, 
inversely relatedl. Strict comparability demands perfect rank con
cordance, and so the number of actually concordant triplets for any 
pairing of samples is always somewhat less than 27. The discussion 
here focuses on correlations for the concordant triplets between 
each pairing of the three 1918 samples, and on their summary statis
tics. Like those in Table 8, these correlations reflect observed per
centages passing that have been calculated to two decimal places. 
Whereas previous analyses enabled us to compare many pairings of 
samples with respect to just a few sets of items, we can now compare 
many sets of items with respect to just a few pairings of samples. 

The statistics for all concordant triplets appear in Table 9, where 
they can be compared readily with correlations for the two sets of 
three items analyzed thus far, called digits and new, in the same pair
ings of samples. But because there are now only 3 of each, and those 
3 correlations are not necessarily typical of all 15 in their Table 8 
matrix, the comparisons with the digits and new items in Table 9 
may seem of uncertain value. However, a brief introduction indicat
ing the relation of each subset of 3 to the mean of the 10 correspond
ing correlations among the five large samples in Table 8 may 
increase their value and prevent misunderstandings. The five-sam
ple means for digits items are .9997 and .9715 for z-score and per
centage-passing correlations, respectively. The former is close to all 
three of its kind in Table 9, but the latter is close to only two of its 

6For the calculation of the 25-item delta correlations in Table 2, this item was assigned 
the z score of 3.25, or the delta of 26, that is conventional in such cases (Jensen, 1980a, 
pp. 439-440), 
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kind. However, the aberrant entry, in Column E, seems well
matched by its counterpart for concordant triplets, below, and hence 
comparisons of digits items with the concordant triplets benefit from 
the control on pairings of samples. The five-sample means for the 
new items are .9715 and .9803 for z scores and percentages passing, 
respectively; both means are a bit more than one point lower than 
the means for three correlations of their kind in Table 9. Although 
comparability between all of the correlations in Table 8 and their 
representatives in Table 9 may be lacking in certain fine details, the 
main facts are informative enough, especially when we keep in 
mind that comparisons between both sets of three items and the con
cordant triplets hold constant the pairings of samples involved, and 
hence at least some peculiarities, such as those affecting Column E, 
whatever their source. 

The means of the z-score correlations for concordant triplets in 
Table 9 reveal those for the new items immediately above them to 
be quite typical of nondigits items in these pairings of samples (given 
the rank-order and mental-age preconditions); however, the mean 
percentage-passing correlations reveal those for the new items 
directly above to be higher than usual (and this applies to the five
sample mean, too, but not as strongly). The implication of these two 
comparisons concerning concordant triplets can be followed in the 
differences columns of Table 9, where we find that, given the pre
conditions, the z-score transformation actually does tend to improve 
the fit between samples even among nondigits items; that is, it pro
duces correlations that tend to be higher than those calculated 
directly from percentages passing. However, the tendency is weaker 
among nondigits items than among digits items, for the mean differ
ence between the two kinds of correlation for these pairs of samples 
is still only 50% as large as that produced by the digits items (cf. the 
differences columns in Table 9). Thus, the set of new items seems 
definitely to be atypical in not showing an advantage for the z trans
formation, and it is enlightening to realize this. 

As for the digits items, their percentage-passing correlations now 
look quite typical of items in general in all three pairings (as does 
their corresponding five-sample mean), but their z-score correla
tions, at .9999, continue to stand out as being extraordinarily high (as 
does their corresponding five-sample mean). Although the difference 
between the two transformations clearly continues to matter more 
for the digits items, the data are no longer consistent with the 
hypothesis of a seesaw relation between the two types of correlation 
when the z-score version is extraordinarily high. The fact that the z 
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transformation is "right" does not seem to make the other poorer 
than usual, after all. If the seesaw relation held over a broad range 
of z correlations, one would also expect a negative correlation 
between z-score and percentage-passing correlations over the same 
sets of triplets. However, Table 9 shows that the three such correla
tions between correlations there, calculated across all 27 triplets, are 
always positive (see the lower part of the tablel. If such positive cor
relations hold for items in general (i.e., without preconditions) and 
for all pairings of samples, as well they might, it would keep differ
ences between the transformations consistent but small; hence, 
proof that the z transformation tends to yield the better fit between 
samples might require many more sets of results than are usually at 
hand. We have already seen that the difference between z and per
centages in producing linearity is obscured when the samples are too 
similar in mean and SD of mental age. Perhaps these considerations 
explain, in part, the fact that I know of no publication that actually 
demonstrates the superiority of the z transformation or its deriva
tive, delta, although several correctly regard z as the most appropri
ate function for expressing item difficulty (e.g., Angoff & Ford, 1973; 
Jensen, 19S0a, p. 439l. Whatever the reason, advocates of z rely on 
assumptions concerning the distribution of mental ability bolstered 
by references to the IQ distribution and to polygenic theory (Jensen, 
19S0a, pp. SO-Sl), which, as we shall see, some critics regard as 
unsatisfactory. 

The extraordinary and improbable nature of correlations that 
equal .9999 or thereabouts, even in the case of only three monotonic 
data points, is now confirmed by the fact that, on the z-score side, 
only 5 of 69 correlations attain that value for concordant triplets, and 
on the percentage-passing side, only 3 of 69, for a total of 5.S%. The 
results suggest that among nondigits items the probability of obtain
ing three such correlations in three attempts, strictly by chance, is 
on the order of slightly less than .0004 for z scores, and slightly less 
than .0001 for percentages, even when 1916 mental-age separations 
correspond to those of the digits items exactly. Recall that the pair
ings of samples in question have not been selected for having .9999 
digits correlations. Moreover, the few .9999 correlations that do 
appear among concordant triplets show no tendency to be associated 
with a particular constellation of items, for in no case does a given 
triplet produce a .9999 correlation in more than one pairing of sam
ples (even when all 27 triplets are counted, at six correlations per 
triplet, whether z score or percentage passingl. This failure of .9999 
correlations to remain characteristic of particular triplets is in 
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marked contrast to the digits items, whose extraordinary correla
tions replicate repeatedly across pairings of samples. The five-sample 
mean z correlation of the digits items, .9997, based on 10 correlations 
(two-thirds ofthe total in Table 8), is also higher than the mean ofthe 
highest third ofthe correlations from concordant triplets in any pair
ing of samples (see Table 9). 

Table 9 reveals that, although the number of instances in which 
z scores yield higher correlations than percentages for a given con
cordant triplet is somewhat greater than perfect chance expectation 
in all three pairings, the superiority of the z transformation is not 
striking enough among nondigits items so that it could be said to leap 
out at one as it does for digits items. In fact, two different significance 
tests based on different nonparametric aspects of the data are 
required to demonstrate z-score superiority for all three pairings at 
conventional levels of probability: the Mann-Whitney test and the 
Wilcoxon signed-ranks test (Siegel, 1956). Whether the difference 
between the two transformations would tend to be as subtle as this 
among items in general is difficult to say on the basis of the data avail
able here. 

However, the means for each third of the distributions of corre
lations from concordant triplets indicate that the correlations pro
duced by z scores and percentages differ most in their lower ranges; 
hence, the superiority of z scores in the case of nondigits items is 
most evident whenever percentages passing yield an especially poor 
correlational fit between samples. As we have seen, such a poor fit 
is more likely to be found in connection with pairs of samples that 
diverge in their me.ans and/or SDs, for example, the pair in Columns 
Band E of Table 9. Those columns pair the low blacks and the SBA 
whites, two samples whose mental-age means and SDs diverge far 
more than those of blacks and whites in general, either in 1918 or 
now. The data suggest in various ways, therefore, that any run-of
the-mill contrast between the two transformations depending on 
samples much less differennhan those two, based mainly or entirely 
on typical intelligence-test items of the nondigits type, may well risk 
seeming inconclusive. The superiority of the z transformation may 
not be highly visible-however well-grounded it may be in theory
outside comparisons between extreme samples, and even such com
parisons may not produce impressive differences in the case of many 
kinds of items. These lessons are borne out by the correlations to be 
discussed next. 

Let us extend our comparisons so as to include the z-score and 
percentage-passing correlations for all 25 items from Table 2, which 
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appear in the last row of Table 9. In certain important respects, these 
correlations are more like those usually seen, for they are based on 
many items instead of on triplets, with no precondition of perfect 
rank correlation across samples. Despite such major changes in fun
damental composition, the 25-item correlations for z scores are only 
a shade lower than the corresponding correlations from triplets, 
concordant or not. This fact adds to the value of comparisons based 
on the triplets. The picture alters for the 25-item percentage-passing 
correlations; however, two of the pairings yield large differences 
between the two transformations, both involving blacks and whites. 
Not unexpectedly, Column E is again the locus of the largest differ
ence. In contrast, the difference for the pairing of the two white sam
ples is only .Ol, despite their large differences in mental age means 
and SDs (listed in Table 4). Evidently, the superiority of the z trans
formation is not visible in every pairing of samples, even when their 
parameters do differ considerably. This is understandable when we 
remind ourselves that our method of detecting that superiority 
depends on demonstrating a high order of linearity against a back
ground having a high order of monotonicity. 

Referring back to Table 2, we can also see that the z-score cor
relations barely exceed the 25-item rank-order correlations. Because 
the 25-item z-score correlations do not reach the striking level of per
fection so often attained in the case of the digits-backward items, the 
hypothesis that an interval scale was present in those 25 items would 
not appear self-evident, and hence, it would have to compete with 
the alternative hypothesis that the very high, but not extraordinary, 
correlations were due simply to monotonicity in the majority of 
interitem orderings within any pair of samples. However, this alter
native explanation has been ruled out entirely in the case of the digits 
items by the data in Tables 8 and 9. 

Degradation of the z correlation by the usual disordinalities or 
imperfections in rank correlation among many items that are not all 
as widely separated in difficulty as our triplets undoubtedly contrib
utes to the z correlation's falling enough short of perfection so as to 
obscure potential interval scale properties. However, as the 25-item 
z correlations in Table 9 are only slightly lower than those from con
cordant triplets, whose rank correlation is always controlled at l.O, 
disordinalities of the usual sort are certainly not the whole story and, 
in fact, may not be nearly as important as one would expect. Note, 
for example, that the correlations of triplets containing disordinal 
and tied items actually exceed those based on strictly concordant 
triplets on the average in all three pairings of samples-as witnessed 
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by the slightly higher mean correlations for all 27 triplets than for 
the subsets of concordant triplets (see Table 9), Even though this fact 
reflects in part the wide spacing of items in those triplets, it suggests 
that nondigits items in general produce slightly lower z correlations 
than the digits items because of their greater heterogeneity of con
tent, and not simply because of imperfections in monotonicity, 
which to some extent can itself be attributed to heterogeneity in item 
components. This is a potentially vital clue for understanding why 
the two kinds of intelligence test item produce consistently different 
levels of z correlation even when both are ordered perfectly, and for 
understanding the relation of interval scale properties to both kinds 
of item, as we shall see. 

The Question of Differential Reliability 

Now, let us deal briefly with the question of whether the differ
ences in level of correlation between the digits and the new items is 
due only to differences in the reliability oftheir z scores. Ideally, such 
reliabilities would be determined from correlations based on split 
halves of each sample, which are not available to us. However, we 
can approximate the ideal, and in a manner that answers our ques
tion adequately, by calculating the correlations between adjacent 
mental-age categories, ages, or grades within samples where they 
happen to be available. In principle, such pairs of categories sample 
exactly the same population, except for the slight difference in men
tal age. This use of adjacent categories within samples does not yield 
split halves in the literal sense, of course, but it does lead to a consid
erable reduction in the effects of any special differences among the 
six major samples that one might care to assume. Problems con
nected with the use of mental-age categories in such correlations, but 
deemed to be of minor relevance in this context, are discussed at a 
later point. 

Note that an adequate answer to our question does not require 
the actual reliabilities for the two sets of three items, but only an indi
cator of their relative reliabilities. Because the correlations for both 
sets that we are conSidering have been obtained from the same adja
cent categories, their relative magnitudes should testify to the rela
tive reliabilities of the items under the reasonable assumption that 
homogeneity within samples is much greater than homogeneity 
between samples; thus, we can address the question of whether the 
somewhat lower z-score correlations of the new items in Table 8 are 
due simply to a greater instability of the new items than of the digits 
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items within the six major samples, rather than to reliable differ
ences between those samples that have a greater impact on the non
digits items. 

Drawn from all samples except (1) and (5), nine sets of adjacent 
categories providing percentages passing for both sets of items are 
available. The sample sizes in these categories, identical for both sets 
of items, range from 75 to 300. The average correlation estimating 
reliability between categories is .9960 for the digits items and .9918 
for the new items. In seven of the nine comparisons, the slightly 
higher correlation lies with the digits items, but the difference is not 
significant according to any of the three nonparametric tests tried. 
Thus, although there may possibly be a difference in reliability 
between the two sets of items, it is far too small to account for differ
ences in level of correlation between samples. Recall that the five
sample means are .9997 for the digits items and .9715 for the new 
items. The mean correlation for the new items, therefore, despite the 
fact that the total samples are much larger in size than the adjacent 
categories and hence estimates based on the former are more relia
ble, is actually lower than our (under)estimate of those items' relia
bility. This comparison establishes beyond question that the sample 
differences reflected in lower z correlations for the new items are not 
due simply to differences in reliability between the z scores of the 
two sets of items (which is not to be confused with reliability at the 
level of individual responses, of course, although the two are 
undoubtedly related), 

A positive correlation of .47 between the two sets of nine esti
mates indicates that both were responsive to a common influence, 
probably sample size. The correlation of .72 between the average 
correlation for both sets and the average sample size of both cate
gories confirms this (p < .05, two-tailed test). 

By allowing total samples to serve as one of the categories, 
despite some overlapping of membership, five additional compari
sons can be mustered. If we take sample size and overlap into 
account, these five are quite typical of the nine discussed thus far. 
One ofthe five enables us to examine sample (5), the 1918 low blacks, 
where the overlap was minimal because the smaller category rep
resents only 3.5% of the total sample. Here, the reliability for each set 
of items was quite similar to that based on adjacent categories drawn 
from the 1960 black sample 42 years later. For example, the reliabil
ity among blacks for digits items was .9991 in 1918 and .9990 for 
Grades 5 and 6 in 1960. No differences in reliability according to race 
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can be discerned at any points in time, and there is no evidence of 
change over time within either race. 

Other Digits Items of the Same Lengths 

We turn finally to the last of the three questions that might 
engender reservations: To what extent are the digits-backward items 
that we have examined thus far typical of other such items, both 
within and beyond their range in length? The within-range aspect of 
this question is closely related to the issue of reliability just discussed, 
except that reliability is now defined operationally through the use 
of alternate forms of items instead of through split halves of samples. 

The 1937 standardization and edition of the Stanford-Binet pro
vided two forms of the test: Form L and Form M. Items in one form 
did not necessarily have a one-to-one correspondence in content 
with items in the other. Form L bore the greater resemblance to the 
original 1916 Stanford-Binet (Terman & Merrill, 1937, p. 3), but this 
generalization did not hold in every detail. Consequently, perusal of 
the digits-backward items reveals that those most similar, in the 
actual digits employed, to the items in earlier and later versions of 
the test are located in Forms M, L, and L for 3, 4, and 5 digits, respec
tively, and they are the digits items that have been used for sample 
(3) thus far (cf. the note to Table 5), Form M contained two additional 
digits-backward items at lengths 4 and 5, but there was no alternate 
item at length 3 anywhere in the test (this also applies to the single 
item at length 6l. 

Because a correlation with any meaning at all requires a mini
mum of three data pairs, we must employ the same item at length 3 
in both test forms if we are to calculate a correlation for exactly the 
same individuals between the two sets of digits-backward items, that 
is, if we are to calculate what would ordinarily be a true alternate 
forms reliability coefficient. The effect of this expedient on the cor
relation is difficult to anticipate, but the result is bound to be suspect. 
Probably, the procedure is not as damaging as it might seem at first, 
as departure of the correlation from 1.0 reflects variation around the 
regression line (which is determined by all three item lengths) rather 
than variation between the members of a data pair. Conceivably, 
such double use of the same item could decrease the correlation as 
well as inflate it, depending on the true relation between the other 
two items from each form. Even though both sets contain one item 
in common, and that item is from Form M, it is convenient to distin
guish the two sets of three digits items according to the form from 
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which most of their items stem: Form L or Form M. Form L, there
fore, is used here to refer to the set with which we are thus far 
acquainted. 

Fortunately, we are not restricted to looking at just the suspect 
correlations in order to learn about the relative reliabilities of the two 
sets of digits items in the 1937 Stanford-Binet sample. The upper part 
of Table 10 presents the suspect correlations in the main diagonal, 
but it surrounds them with correlations between different age cate
gories for each form. Form L correlations lie above the diagonal, 
Form M below. Although correlations within each form are based 
on the same items, they are not based on the same observations. 

The results from the two forms are quite consistent with what 
we have already found, except in certain respects to be described 
shortly. The means of the six correlations above and the six below 
the diagonal-correlations based on totally independent observa
tions-are identical for both forms, equaling .9972. This equality indi
cates that the two forms are equally reliable, and hence that different 
digits-backward items have the same amount of true score variance 
in their z scores. The rationale for these comparisons is essentially 
the same as that given before in connection with correlations 
between adjacent age categories for the digits items and the new 
items, except that now nonadjacent categories have been included. 
Because all of the comparisons now occur within only one of our 
major samples, the greater homogeneity makes the use of nonadja
cent categories less problematic and thus enables us to increase the 
number of observed correlations. 

Both forms correlate extraordinarily well with the numbers 3, 4, 
5 (the unit model of digits-item difficulty), both at individual ages and 
with all ages combined (see Table 10l. Let us concentrate on the com
bined ages 5.5-10. The correlations of Forms Land M with 3, 4, 5, 
.9999 and .9997, fall just to either side of that of Form L for all 4,785 
individuals, namely, .9998. These correlations also imply similar reli
ability for the two forms and indicate similar loadings on the "3,4, 
5" factor. Comparable loadings for the other samples and the Form 
L set were presented in Table 8, above. Averaging the two forms does 
raise the correlations with the numbers 3, 4, 5, but only slightly, 
which suggests that the reliability of a single form is already so high 
that a two-thirds increase in the number of items has little impact 
(see Table 10l. 

Note that the suspect correlations on the diagonal in Table 10 do 
not seem to be out of line with other correlations in their rows and 
columns that are based instead on the approximation to split halves. 
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Furthermore, the alternate forms correlation of .9995 for the total 
sample of 1,123 certainly does not overstate the reliability implied by 
the extraordinary correlations for large samples above the diagonal 
in Panel A of Table 8. There, the five-sample mean correlation is 
.9997. Recall that an obtained correlation cannot exceed the product 
of the square roots ofthe two reliabilities (e.g., Jensen, 1980a, p. 115), 
except by chance when the reliabilities do not come exactly from the 
sample in question. If both reliabilities are assumed to be the same, 
the obtained correlation itself represents a lower bound estimate for 
their values. Among the five large samples, many of the obtained z 
correlations for digits items in Table 8 that do not equal .9999 are, in 
fact, close to or greater than .9995; all of them, in fact, belong to the 
1937 sample, whose own mean correlation with the other large sam
ples equals .9994. Perhaps the suspect correlations need not be con
sidered suspect, and hence, .9995 can be accepted as a reasonable 
estimate of the correlations between Forms Land M and as a lower 
bound for the absolute reliability of our large samples after all. Cer
tainly, that value appears to make sense, iLs peculiar basis notwith
standing. Lower values elsewhere on the main diagonal in Table 10 
point to the importance of large samples for studying relative diffi
culty. The lower correlations are often similar in magnitude to the z 
correlations for digits items of our smallest sample in Table 8. 

As we see, digits items from both forms perform well in their 
present configurations, and hence, Form L is not unique. However, 
the z scores for both forms in Table 10 reveal a curious phenomenon. 
At length 4, all age levels-and at length 5 all age levels but one
show that Form M digits items are slightly easier than their Form L 
counterparts. Outside the range of ages in Table 10, the pattern con
tinues uninterrupted through age 16 at length 4, and through age 18 
with only five exceptions overall, mostly at later ages, at length 5 
(McNemar, 1942, Table 26). As half of each age sample was given 
Form L first, and the other half Form M first (Terman & Merrill, 1937, 
p. 11), the rather consistent difference cannot be attributed to the 
order of the two forms. Unsuitable combinations of digits, such as 
familiar dates, repetitions, runs, and zeroes, were excluded from the 
test. Yet, beyond such material, nothing seems to be known about 
what would make one combination of digits systematically easier or 
harder than another of the same length. Because digits items offer 
three trials, each with different digits, only one combination would 
have to be easier to decrease difficulty, but all three might have to be 
more difficult to increase difficulty relative to another digits item of 
the same length. Depending on one's viewpoint about direction of 
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change, and on how important the sheer number of trials is to suc
cess, any hypothesis based simply on the content of the digits fares 
better or worse. 

The only real clue to this mystery, and it may be an important 
one, is that the easier form at lengths 4 and 5 also happens to be the 
one that includes a prior digits-backward item at length 3. Conceiv
ably, the easy length-3 item provides an encouraging warm-up for 
tackling items of greater length. The unbroken sequence at 12 age 
levels from 5.5 to 16 for length 4, at which ages the M item is always 
easier than the L item (McNemar, 1942, Table 26), is consistent with 
such an interpretation, as length 4 in Form L would bear the brunt 
of its being the first digits-backward item encountered. A strength of 
the warm-up hypothesis is that the presence in Form M of a length-
3 item could not be used to explain the difference had L been the 
easier form. The fact that half of the 1937 sample had no experience 
with "three digits backward" when given Form L, unlike all five 
other major samples, may account for its being the only large sample 
not to show any .9999 z correlations with other large samples in 
Table 8. 

The warm-up hypothesis is by no means ad hoc: Modern inves
tigators routinely schedule short warm-ups in memory span 
research (e.g., Case & Globerson, 1974, following a procedure of Jen
sen's; Dempster, 1978); modest practice effects on span have been 
noted within or after single sessions (Baumeister, 1974; Dempster, 
1978; Mefferd, Wieland, & James, 1966); and whichever of Forms L 
and M was given last in the 1937 standardization produced an aver
age gain of 2 IQ points between ages 5 and 16 (Terman & Merrill, 
1937,p.431. 

The differences in difficulty between items from the two forms 
are modest in size: For the sample of 1,123, for example, they amount 
to 5.25% at length 4 and 4.36% at length 5, stated in percentages pass
ing. On the z-score metric, the same differences amount to .1352 and 
.0513 SDs, which can be converted to mental-age units by mUltiply
ing them by the mental-age standard deviation of the 1937 sample in 
Table 5,1.97. When so multiplied, the two differences equal .27 and 
.10 years of mental age, or 3.2 and 1.2 months. For IQ scoring, the 
items are each worth two months of mental age; depending on 
chronological age, 2 months would be worth 1-3 IQ points. How
ever, the total impact of the practice effect on group means would 
not be detectable, because the two items are so far apart in mental 
age (3 years) that only rare individuals would benefit from the easier 
form of both, and only 4% or 5% benefit from either in any case. 
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The presence of slight differences in difficulty between the two 
forms makes it possible to rearrange the digits items so that their con
figuration is maximally unfavorable for obtaining a high correlation. 
Let us examine the resulting worst case made possible by the avail
able data for our 1937 sample as a whole. Recall that the relevant 
correlation between forms in Table 10 was .9995. Suspect or not, that 
correlation qualifies as extraordinarily high. However, with items of 
equal length properly interchanged between forms, the z correla
tion between the two sets drops to .9862 (even though one observa
tion is still common to both), which is well below all 15 digits corre
lations in Panel A of Table 8, and only slightly above the median z 
correlation there between new items. A correlation of .9862 is also 
below the means of the highest thirds of percentage-passing corre
lations for concordant triplets in Table 9, and barely above the mean 
percentage-passing correlation between new items, .9843, in Table 8. 
One would not claim, therefore, that a z correlation of .9862 was 
prima facie evidence for an interval scale. 

The two perversely constituted digits sets also correlate only 
.9962 and .9968 with the numbers 3,4,5. These correlations are not 
horrendously low, but they are lower than the lowest of such load
ings in Table 8, which is .9977, and they now fall within the range of 
correlations between percentages passing and the numbers 3, 4, 5 in 
Panel C of Table 8. Whereas the z-score average of the Land M Forms 
can be expressed by the numbers 3.005, 3.990, and 5.005 when trans
formed to the mean and SD of the numbers 3, 4, 5, and both forms 
individually fit the unit model just about as well as their average, the 
perversely composed sets yield 2.96, 4.09, and 4.95, or 3.05, 3.90, and 
5.05. (The second perverse set correlates .9999 with the squared 
model of difficulty.) 

Ideally, any combination of suitable digits items at lengths 3, 4, 
and 5 ought to perform as well as any other. The perversely consti
tuted sets yield the only evidence thus far that seems at all inconsis
tent with earlier interpretations. At worst, however, that evidence 
indicates merely that interval scale properties may be present in 
only a subset of the possible configurations of digits items of the spec
ified lengths, Forms Land M belonging to that subset, and the defin
ing characteristics and extent of the subset being as yet quite 
unknown. This assessment certainly leaves the value demonstrated 
thus far of Forms Land M intact for present purposes, although it 
diminishes in a potentially important way the generality-and 
hence the depth -of the explanation of digits-item difficulty based on 
the manifest structure of the items. 
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However, we must keep in mind that the discordant evidence is 
modest in relation to the whole, that simply constituting such per
verse configurations deliberately may capitalize disruptively on 
chance fluctuations, and that the interaction from differential prac
tice with the length-3 item described earlier, now allocated mali
ciously to both sets of items, may actually explain the inconsistent 
results. When combined, the perverse sets are identical to the aver
age of Forms Land M, which performs extraordinarily well. Thus, 
they illustrate the potential advantage of averaging the z scores of 
multiple items at each length, even in cases where separate config
urations themselves may appear especially unpromising, as opposed 
to always depending on single items. As the perverse sets themselves 
demonstrate when combined, the use of multiple items may lead 
eventually to evidence that not only upholds the structural explana
tion represented by the unit model for the range of three to five digits 
backward but also places it on firmer ground. 

Digits Items of Other Lengths and Possible El'planations of Their 
Behavior 

There remains the question concerning digits items of lengths 
beyond what might conveniently be termed the moderately difficult 
range: How do they fit in? If the unit model of difficulty holds as well 
outside that range as it does within it, perfect fit by a true mathe
matical function that just happens to be a line-as distinct from 
merely excellent linear approximation-would be more firmly 
established. By locating themselves as precisely on the same line as 
the earlier ones, the additional data points would extend and thus 
confirm the function. The distinction between an approximation and 
a functional or lawful relationship is fundamental, but it is often dif
ficult to resolve in favor of the latter (e.g., Scriven, 196H Still, for 
many practical purposes, the resolution may not matter. Even func
tions can be limited in their domain and range of applicability, as any 
calculus textbook shows, and thus may not differ pragmatically in 
that respect from well-established empirical approximations known 
to hold within a particular range of interest. 

Unfortunately for the purpose of confirming relationships, the 
range encompassed by three to five digits backward nearly exhausts 
the range of ability in ordinary human populations such as those 
assembled in Table 6. The average "spread" between the easiest and 
the hardest items in the table amounts to 55 percentage points. If cen
tered in the distribution, that spread leaves only 22.5% to either side 
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in which to add a digits item of another length. Although an addition 
is clearly possible for some one sample, the prospect for including 
more than three identical and consecutive lengths of digits items for 
all of the samples, when they differ as much in average mental age 
as those in Table 6, is not good. Some samples crowd 100% on one 
end and others zero on the other. Once the ceiling of zero is reached, 
additional discriminating items can only be easier ones, and the util
ity of digits-backward items below length 3 remains to be demon
strated. Wechsler (1939, p. 85) included length 2 in his IQ tests but 
warned that 90% of adults unable to pass three digits backward are 
found to be feebleminded. Apparently, almost no one fails length 2. 

Because of the range problem and its influence on the choice of 
items often used, we have been compelled to work thus far with the 
bare minimum number of data points. However, the brighter side of 
the same coin is that, with only three items, we can reliably spread 
the aggregate responses of various samples as large as or larger than 
those usually used in national surveys by almost two central stan
dard deviations (i.e., 55% versus 68%), which in certain cases would 
neatly divide a population into four nearly equal segments, in view 
of the intervals between our three items. By nonattitudinal-survey
item standards, such an even division in itself is no small accomplish
ment, not to mention the value of the stability over time of the inter
vals between the digits items, as well as the capability that the three 
items afford of scanning the full range of ability simply by sampling 
appropriate chronological-age categories (e.g., Tables 4 and 5l. 

There does exist, however, a scattering of data for other, longer 
item lengths, located in three of our samples: SBA whites, 1937 
whites, and 1960 blacks. Such data require consideration in this treat
ment of digits backward, especially if they fail to present a neat pic
ture. In each such sample, the data for longer items permit two dif
ferent strategies of analysis. According to one strategy, the 
population of interest can be defined as the particular age level, 
grade level, or mental-age category that received the items. Accord
ing to the other, it can be defined as the entire sample even though 
the vast bulk never sawall of the items now under consideration. 
Although I have employed both strategies thus far with respect to 
age and grade (e.g., Tables 4,5, and 6), I have favored the more inclu
sive one for convenience, for the greater reliability of large samples, 
and because all three items of moderate difficulty had either been 
administered to the bulk of each sample or-in the case of the low 
black draftees, only 18.2% of whom reached "five digits backward"-
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because I had no choice. Thus, in most cases, the favored strategy 
enjoyed the advantages of both. 

It is true that the adult draftee samples are separately reported 
by mental-age categories, and so the first strategy would seem to be 
available for the low blacks. However, mental-age categories are 
utterly inappropriate for examining the z transformation per se, 
there being no possibility that mental ability is normally distributed 
within them if the total test score serves as a reasonable indicator of 
that ability. Even subsets of contiguous mental-age categories pro
duce frequency distributions that are nearly rectangular and, in the 
case of the more difficult item lengths, often positively skewed as 
well. Moment coefficients of kurtosis for such distributions are typi
cally below 2.0, in the range of values produced by perfect rectan
gularity, whereas the normal distribution has a kurtosis of 3.0. 

Two such subsets of mental-age categories, from two of the draf
tee samples, were included knowingly in the study of relative relia
bility of digits and new items that was based on nine different sets of 
adjacent categories discussed earlier. That decision was taken 
because it doubled the number of our samples that could be 
included, and because there was no reason to anticipate that it might 
distort the conclusion, which it did not. Nevertheless, it is notewor
thy that among the 4 z correlations added by the decision were the 
3 lowest out of the 18 altogether. With those 4 correlations excluded, 
the estimates of relative reliability for the two sets of items would 
have been significantly different (Mann-Whitney test, two-tailed p = 
.026), but the difference between the digits items and the new items, 
whose mean correlations were now .9988 and .9935, would still have 
remained trivial. It is in that sense, of course, that the conclusion 
remained unaffected, but this example nevertheless indicates the 
inappropriateness of using mental-age categories for estimating abso
lute levels of z correlations. 

With the reason for not subdividing the sample thus explained, 
we can examine the data in the entire SBA white draftee sample for 
digits-backward lengths 3 through 7. Here, the unit model (or any 
other that proves more correct) is especially handy because it fur
nishes a standard of comparison even in cases when data are avail
able from just one sample. The correlation between the five z scores 
and the full set of five integers in the unit model is .9929, which is a 
bit low in comparison to correlations from just the first three digits 
items (see Table 8), but also absolutely higher than its percentage
passing counterpart with the unit model, - .9832. Standardized to the 
mean and the SD of the integers 3 through 7, the z-score fit can be 
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expressed as 2.9, 4.0, 5.2, 6.1, and 6.8. This fit to the unit model is nei
ther especially good nor especially bad, and therefore, it is inconclu
sive as regards functional fit. The same holds for the slightly better 
fit of just the first four digits lengths to the unit model, where the 
correlations are .9977 for z scores and - .9946 for percentages. Natu
rally, it can be easier to fit four points than five and, by extension, 
three than four. However, the ease of fitting three points with a 
straight line as the explanation for the extraordinary correlations of 
the three moderately difficult digits items has already been excluded 
by extensive comparisons with nondigits sets ofthree Stanford-Binet 
items. In the present case, the SBA white distribution is known to be 
positively skewed (.41) in mental ability according to its mental-age 
scores based on all 25 items, and that skewing could disturb the 
results at the longer item lengths. 

The 1937 Stanford-Binet sample contains analyzable percent
ages passing at ages 10 and 11 for digits lengths 3 through 6 on both 
forms; that is, all individuals received all four items, and no item was 
too easy or too difficult for either sample as a whole. Pooling the two 
age categories yields a sample of 405. The resulting z scores from 
Form M correlate .9928 with the unit model, and the Form M per
centages passing only - .9795. From Form L, the corresponding two 
correlations are .9975 and - .9891, respectively. Again, the fit is nei
ther especially good nor especially bad. The z correlation between 
this sample and the SBA whites for the four lengths in common is 
fairly poor for Form M by Table 8 standards, namely .9826, but it 
improves for Form L-which contains the digits items that are more 
similar in actual content at all lengths for both samples-where it 
reaches a respectable level, .9990. The low Form M correlation 
would be about par for concordant triplets in Table 9 (I have not 
explored concordant quadruplets). Both correlations may reflect the 
known skew in the SBA white sample but, if so, apparently to differ
ent degrees. 

If the 1937 data for the four lengths are merged experimentally 
for all ages 5.5-11 (N = 1,327), some results are essentially similar, 
but not all. Form L, for example, yields a z correlation of .9953 with 
the unit model, and a corresponding percentage-passing correlation 
of - .9916, but now a z correlation with the SBA whites of only .9865, 
which is poorer than before for this form. The poorer correlation is 
consistent with other data in this section that indicate the question
able nature of using entire samples, the bulk of which, below age 10 
in this case, has not received all of the items, length 6 in this case. 
Judging by outcomes, the first strategy appears to be the preferable 
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one when bulk coverage of the sample by all items is lacking. How
ever, I cannot give a full rationale for that strategy beyond intuitive 
prudence, except to point to the outcomes and call attention to the 
reasonableness of sampling adequately the relevant ranges of diffi-

. culty without knowingly compromising the shape of the distribu
tion. Fortunately, the z distances in Tables 4, 5, and 6 indicate that 
the issue of which strategy to pursue is not a vital one insofar as the 
analysis of the moderately difficult digits-backward items is 
concerned. 

The last sample containing relevant digits lengths is that from 
the Kennedy et al. (1963, Table 66) study, in which three sixth-grade 
blacks did pass "six digits backward," an item located in the superior 
adult range. The z-score distance between that item and "five digits 
backward" turns out to be larger than the mean distance between 
the other adjacent digits items, whether scaled among the 300 sixth
graders (where it is 1.60 times too large) or among the entire sample 
of 1,800 blacks (where it is 1.83 times too large!. Within that same 
item interval, an increase can also be observed for the 1937 white 
sample at ages 10 and 11 (approximately fourth and fifth grades, sam
ples with an average mental age about 1.5 years greater than that of 
the sixth-grade blacks!. Among the whites, that interval is too large 
by ratios of 1.58 in Form M and 1.33 in Form L. This elongation of the 
distance between lengths 5 and 6 in both children's samples does not 
appear for SBA white draftees; quite the contrary, there the later 
intervals decrease in size, to ratios of .74 and .55 after lengths 5 and 
6, respectively. The SBA white sample is, of. course, the only one to 
receive a length-7 digits-backward item, as that length was omitted 
from editions ofthe Stanford-Binet after 1916. The possible meaning, 
if any, of such partly agreeing and partly conflicting results at the 
higher lengths in these three samples is certainly not obvious as they 
stand. 

However, the similar trend shared by the 1960 and the partial 
1937 samples does lead to extraordinarily high z correlations 
between them for lengths 3 through 6 when Form M is employed 
for 1937: For just Sixth-graders in 1960 it is .9999; for the entire sam
ple, .9990. But parallel correlations for Form L,· .9985 and .9954, 
remain in the inconclusive range. 

The fit of the 1960 sample to the unit model when all four digits 
items are tested is expressed in the z correlations of .9923 for sixth
graders and .9867 for all grades. The first is inconclusive; the second 
is poor (which is consistent with preferring the former strategy for 
analysis!. The sixth-grade z correlation fails to exceed its percentage-
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passing counterpart of - .9958, but the percentage correlation for the 
entire sample, -.9735, is so exceeded. 

The results for longer digits items do nothing to advance the case 
for an interval scale in their range of difficulty, but neither do they 
detract, as they are borderline. In general, outcomes under the pre
ferred strategy are mixed: A few are good, one is poor, and most 
reveal inconclusive correlations on the borderline between those for 
the three moderate digits items and those for the new items and the 
concordant triplets. The five z correlations with the unit model at 
various lengths beyond 5 range between .9923 and .9977, with a 
mean of .9946. The six-sample mean correlations with the unit model 
for digits items and new items in Table 8 'Nere .9993 and .9781, 
respectively. Thus, the present mean is closer to that of the digits 
items, but the observations are more frequently overlapped by those 
for the new items, two of which were extraordinarily high with the 
I, 2, 3 unit model in Table 8. Four of five z correlations with the unit 
model exceed their accompanying percentage-passing correlations, 
which looks reasonable. Between samples, z correlations (under the 
preferred strategy when available) averaged .9950, with one poor, 
one inconclusive, and two extraordinary (here, .9990 or above). This 
last mean is well above the six-sample mean for new items in Table 
8, which was .9726, and welL above the mean of .9816 for 69 concor
dant triplets in Table 9. Yet, it falls below the range of z correlations 
between the five large samples for digits items in Table 8, the lowest 
of which was .9989. Apparently, the digits items retain some advan
tage even at the greater difficulties over nondigits items, but on the 
average, it is a reduced advantage. 

At present, I am inclined to regard digits-backward items beyond 
length 5 as terra incognita for two reasons. The first is that the more 
difficult items usually involve the upper tail of the distribution, 
where results become especially vulnerable to disturbances from 
skewness that may itself have resulted from sampling peculiarities. 
For calculating delta correlations, Angoff and Ford (1973) restricted 
themselves to items whose passing rates in both groups fell between 
95% and 5%. True, samples (4) and (5) in Table 6 yielded good results 
for moderate items even though their percentages passing for "five 
digits backward" are only 3.42% and .32%, respectively. However, 
those two samples are rather symmetrical, with skewness coeffi
cients of only -.22 and .16. Assuming the 1937 Stanford-Binet sam
ples at ages 10 and 11 to be reasonably normal, the SBA whites and 
the 1960 blacks are left as our most (positively) skewed samples, with 
their long tails extending to the right-two of the three that enable 
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us to examine item lengths over 5. Skewness cannot be calculated for 
the sixth-grade black subsample specifically, but as their grade dis
plays the largest IQ SD of any in the 1960 sample (cf. Table 4), it may 
contain an accumulation of the low-IQ children retained in grade. 
The mental ages of retained children would not necessarily be 
extremely low (because they would be older), but they probably 
would be below average for the grade. "Six digits backward" was 
passed by only 1% ofthe black sixth-graders, and by only .17% of the 
entire 1960 black sample. As for whites, at ages 10 and 11, only 6.67% 
of the 1937 Stanford-Binet sample passed "six digits backward," and 
although 16.87% of the SBA white draftees passed "six digits back
ward," only 7.82% passed "seven digits backward." Although 16.87% 
is not an especially low percentage, the 1937 norms (McNemar, 1942, 
Table 26) indicate that a passing rate of 50% was expected of white 
18-year-olds. At the higher mental ages of 16,17, and 18, SBA white 
draftees actually exceeded the 1916 norms for length 6, having pass
ing rates of 61 %, 68% and 69% (Yerkes, 1921, Part II, Table 65), In addi
tion to showing the greater vulnerability to skewness of longer items, 
these facts illustrate the peculiar heterogeneity of the SBA distribu
tion: far below the norms as a whole for an adult sample, but consid
erably above the norms at the higher mental ages then assigned to 
the late adolescent years. The possible effect of such heterogeneity 
on the longer items emerges from the discussion of the second rea
son, below. 

Besides skewing, the use of mnemonic strategies must be 
regarded as a potential source of disturbance for the more difficult 
lengths of digit item. Although general strategies under the selective 
control of the subject do not seem to contribute to individual (within
age) differences in simple memory span-as they are not used by 
some subjects and are neglected by others-at least some strategies 
can modestly facilitate digit span performance according to the com
prehensive review by Dempster (1981), Grouping digits into clusters 
of three or four and meaningfully chunking such groupings by con
verting them into single multidigit numbers are two such strategies. 
However, becaQse adults "nearly always group list items sponta
neously .. , grouping may not be a source of span differences 
between adults" (Dempster, 1981, p. 71), Instructions to group under 
conditions that permit grouping improves the performances of all 
individuals about equally, further indicating the negligible role of 
grouping in normal span differences between persons. Grouping and 
chunking probably increase with age (Dempster, 1981), however, 
and with list length (Brotemarkle, 1924, p. 232), and hence, research-
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ers have anticipated an age-by-strategy interaction for tasks that lend 
themselves to the necessary recoding of input. Tasks with highly 
structured material, such as chess positions, seem conducive to the 
use of these strategies. Nevertheless, the interaction with age has 
proved difficult to demonstrate satisfactorily (Dempster, 1981l. 

Contrary to general impressions, chunking in particular is in 
doubt for digit span performance per se because the conventional 
rate of presentation and procedure for testing allow only minimal 
opportunity for recoding (Dempster, 1981, p. 77; Dempster & Zink
graf, 1982l. One could infer, therefore, as others have (e.g., Case, 1972, 
p. 301), that chunking for reverse digit span is even more unlikely 
because encoding, rehearsing, and then transforming the order of 
digits could interfere with each other (see, for example, the intro
spective reports of difficulty with forward digit span from college 
students in Brotemarkle, 1924l. This leaves grouping as the more 
promising candidate. 

Whatever the strategy involved, there is more than an outside 
chance that the elongation of distance in difficulty between lengths 
5 and 6 in the two children's samples and the contraction of that 
same distance among the more sophisticated members of the SBA 
white sample, and oftheir next interval, too, is a reflection ofthe age
by-strategy interaction. The absence of any such interaction in the 
data for lengths 3 through 5 over all six of our samples is striking. 
However, the more difficult lengths may be the logical places for the 
strategy to flourish, especially when subjects are high in mental age. 
Those who dealt successfully with lengths 6 and 7 in the SBA sample 
were mostly at mental ages (on the 1916 scale) far above any mem
bers of the other five samples, and there is some evidence that, 
among adults, fast learners employ strategies more than slow learn
ers when conditions are propitious (Dempster, 1981, p. 75l. 

When the percentage of a sample passing a difficult item is in 
excess of that required to satisfy the unit model, the interval preced
ing the item contracts. When the percentage is below that which the 
unit model would predict based on the responses of the sample to 
easier items (and the assumption of normality), yet over zero, the 
interval expands. Which occurs would depend on the proportion of 
strategy users in the sample, which, in turn, would depend on its age 
range and on the degree to which the strategy users extended the 
response range; thus, the basis for an age-by-strategy interaction 
would exist. Expansion may characterize the final interval if a digits 
series exhausts a sample's span capacity, and if the sample contains 
some individuals who are old enough to employ strategy, because 
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then just a few atypical strategy-users would pass the very last item 
instead of simply supplementing those who pass that item normally 
without strategy.7 

Because this is the only report I know of to scale relations 
between digits items of various lengths in several populations simul
taneously, and because digits-backward frequency distributions for 
large, more-or-Iess naturally occurring samples are rare, the hypoth
esis concerning the age-by-strategy interaction must remain 
extremely tentative, for even the basic facts require replication. How
ever, some additional evidence can be sought in digits-forward data 
from groups of relevant ages, for the strategies that lend themselves 
to backward span also facilitate forward span. 

Evidence concerning Age-by-Strategy Interaction in Digits-Forward 
Data 

Brotemarkle (t924, p. 252) published a frequency distribution for 
1,263 college men and women that, when scaled, yields evidence of 
contracting interspan distances at the longer item lengths within yet 
another adult, brighter-than-average sample. Because z is indeter
minate at 100% passing, and because 99.76% passing risks a floor 
effect, I omit consideration of digits-forward lengths 4 and 5 and 
begin with length 6, passed by 96.83%. Maximum forward spans 
under length 6 among college students between 20 and 21 in average 
age could well be due to extraneous influences anyway. Easier than 
the reverse task, forward-digit span can provide a more finely 
graded series of items within range of anyone sample. We resort 
once again to comparing z scores with the unit model, which is now 
represented by the seven numerals 6 through 12 for Brotemarkle's 
study. 

The z correlation with the unit model is .9982 (the percentage 
passing correlation is - .9902). An appropriate fund of comparative 
correlations for seven data points is difficult to define, but two single 
trials with seven different perfectly ordered items three items apart 
in Table 2, for the two different white samples, each yielded .97. The 
fit to the unit model in this study is better than the average unit 

7Such potential interactions are difficult to detect through analyses based on means 
because they have little effect on the average score. For example, the mean backward
digit span of the SBA whites for lengths 3 through 7 would be 4.45 (SD '" 1.20) for the 
distribution as observed, and 4.39 (SD '" 1.08) if the distribution conformed to the unit 
model exactly (Le., if every z interval were equal to that between lengths 3 and 4). 
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model correlation for three new items in Table 8, and better than the 
average fit between samples for concordant triplets in Table 9. 
Apparently, successive digits-forward lengths, too, are distributed 
rather evenly throughout the range of difficulty, as other unit model 
correlations bear out. 

Transformed to have the mean and the SD of the unit model, the 
z scores for lengths 6 through 12 are expressed by 5.84, 6.99, 8.12, 
9.13, 10.12, 10.97, and 11.84. If the expected strategies had been 
employed out of necessity on the more difficult items, so that more 
individuals passed them than otherwise would have according to the 
model, the intervals should contract as item length increases, which 
they do: 1.15, 1.13, 1.01, .99, .85, and .87. The strategy hypothesis for 
later items is also supported by introspective reports that Brotemar
kle elicited from 14 individuals after they had attempted items at 
length 4 and then again at length 8. Four of these individuals men
tioned using grouping, but in every instance it was in connection 
only with length 8. 

A curious feature of the interval lengths within Brotemarkle's 
study is that they are nearly identical within consecutive pairs, as 
though an interval scale was present but had been broken into three
item or two-interval segments. Because three or four is about the 
optimal group size for aural presentation (Dempster, 1981, pp. 70-71, 
73), the grouping strategy may result in the same number of groups 
of three or four digits, each being formed from neighboring items, 
which, after all, differ in length by only one digit. If so, the relative 
contribution of the grouping strategy to passing would alter in jumps 
every couple of items; for example, two groups might serve for 
lengths 7 and 8, three for lengths 9 and 10, and four for lengths 11 
and 12. If different but adjacent item lengths thus shared the same 
modal number of groupings, they might also increase in difficulty in 
the same units as group span quanta were increasingly superim
posed on digit span quanta in determining passing rates. This, essen
tially, would be an example in which factor structure shifted subtly 
with change in level of item difficulty, although the content domain 
of the items remained relatively constant, just as general intelligence 
suffices to predict elementary-school arithmetic performance, but 
for higher mathematics, we use the SAT-M rather than the SAT-V. 

Exploring for the interaction's contrasting effect within younger 
samples using digits forward is limited by uncertainty about what 
age ranges are critical and by scarcity of data. Between ages 5 and 12, 
children apparently do not chunk, whereas beyond 12 they show an 
increasing tendency to do so (Dempster, 1981, p. 74l. Because chunk-
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ing is a more sophisticated strategy, age 12 is perhaps a significant 
point beyond which all strategies could be available. Spontaneous 
rehearsal, a relatively unsophisticated strategy, appears somewhere 
between the ages of 9 and 13 (Belmont & Butterfield, 1971, Figure 1l. 
Hence, samples containing the transitional years may display the 
children's pattern, and samples entirely older than 12 may display 
the adult pattern. As to scarcity, there are fewer digits-forward data 
for any single group of subjects in the Stanford-Binet than one might 
expect: only lengths 3, 5, and 6 for the 1960 Form L-M blacks, and 
lengths 5, 6, 8, and 9 on Form L for ages 12 and 13 (N = 406) in the 
1937 standardization sample. Thus, there is a gap in both series; the 
first definitely does not extend far enough in length because its ter
minal passing rate is 23.28%, and the second sample may well be 
entirely too old to display the children's pattern noted in the digits
backward data. 

If one allows for the gaps by omitting the appropriate integers, 
the 1960 and 1937 data correlate .9995 and .9981 with the unit model, 
respectively. Both sets of data show a slight decrease in interval size 
at their later interval, thus resembling data for bright adults. How
ever, more suitable data for a longer, uninterrupted series, ranging 
from length 4 through length 8 (the sample's empirical limit, appar
ently) were published by Viteles (1919, Tables 2 and 3). The subjects 
were 154 Jewish orphans with an average school retardation of over 
one year, a mean age of 12.3 (SD = 3.Ol, and a wide age range (6.2 to 
17.2). Here, the five-item series has a z correlation of .9972 with its 
unit model and shows a decreasing trend in interval size that is ter
minated by an interval larger than any other. The final interval 
places this heavily preadolescent sample in the same category with 
the two digits-backward children's samples in pattern of intervals, 
and thus, it accords with age-by-strategy interaction as the hypothe
sized explanation of length discrepancies between longer items. 

Lessons from the Longer Digits Lengths 

Apart from finding that digits-forward z scores seem to correlate 
rather well with the unit model, too, in view of their four correla
tions ranging from .9972 to .9995 and averaging .9982, but not as 
extraordinarily well as the moderately difficult digits-backward 
items, what have we learned about digits-backward items? The most 
important insight, probably, is that the moderately difficult digits:. 
backward items may be buffered against two potential sources of dis
turbance to interval scale properties that afflict such items at the 
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longer lengths. First, they may often be somewhat sheltered from 
skewness when it occurs because most or all of the three moderate 
items fall in the range of difficulty between 2.5% and 97.5% passing 
(see Tables 4 and 5); this places them under or near the hump of the 
normal distribution rather than in the extreme tails. Second, because 
the moderate items manage to span a wide range of difficulty with 
relatively few items, they are unlikely to be differentially susceptible 
to strategies such as grouping into units of three or four. In this con
nection, the curious pairings of intervals from Brotemarkle's study of 
forward span are provocative. Even more important, the moderate 
items may consist of too few digits to benefit much from grouping in 
any case. The last point, especially, would account for the striking 
absence in the data for lengths 3 to 5 of known or suspected inter
actions involving strategy, such as that with age or, by extension, any 
with mental age, despite the extreme diversity of the six samples in 
those key respects. 

Implications of the Absence of Interaction concerning Attentional 
Capacity 

Memory span researchers draw a distinction between actual 
performance and an underlying attentional capacity that may 
increase with maturation and that may be rooted in biological struc
tures (e.g., Dempster, 1981; Globerson, 1983), The distinction is as 
challenging empirically as it is valuable heuristically, for, despite 
much effort, a role for capacity in digit span performance has yet to 
be firmly established (Dempster, 1981, p. 87). However, the distinction 
creates the room needed for taking proper account of strategies and 
other artifacts that might recognizably improve performance with
out an accompanying improvement in span capacity. (Writing down 
digits would serve as an extreme fictional illustration.) The subtle 
shift in factor structure with level of item difficulty hypothesized ear
lier would be congruent with such a distinction, although neutral 
with respect to whether capacity was identifiable with one of the 
factors. To the extent that certain lengths of digit item are more 
immune to strategies and other perturbations than others, because 
they contain too few digits to show a strategy to advantage, but differ 
in difficulty nonetheless, they should come closer than other digits 
items to reflecting differences in the hypothetical underlying capac
ity. This argument is not a direct conclusion from the data but an 
inference concerning the potential explanation of the highly invar-
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iant relation among the three moderately long digits-backward items 
across such a heterogeneous group of samples and range of mental 
ages as those in Table 6. As the same or equivalent artifacts could 
hardly be present in all ofthe samples to the right degree to maintain 
the equal increments in difficulty between lengths 3 and 5, it is likely 
that those increments are maintained because they reflect univer
sally equal increments in underlying structure, and little else. Need
less to say, without additional data, the structure inferred from this 
absence of interaction is relatively neutral as regards the issue of its 
genetic and environmental bases. 

According to strictly algebraic logic, an absence of statistical 
interaction does not of itself imply anything concerning the presence 
or absence of a main effect, and hence, there is no purely formal rela
tion linking a structural explanation for equality of intervals (as 
above) with a structural explanation of mean differences between 
samples. In principle, a strategy artifact that was constant in its addi
tive effect on all members of anyone sample could contribute to 
mean differences between samples in passing rates or z scores. How
ever, to the extent that such a nonspan artifact is likely to betray its 
presence by also producing interaction between digits items and 
samples, the absence of detectable interaction over a broad range of 
difficulty in diverse samples increases the a priori probability that 
mean differences, too, are the undisturbed reflections of the struc
tural differences in capacity hypothesized by span researchers. I 
mention this merely as a matter of potential interest, for the eventual 
relevance of the moderate digits backward items to Mercer's position 
in no way depends on the question of hypothetical structural capac
ity. As we shall see, other knowledge concerning the highly inter
active nature of cultural diffusion makes the inferential connection 
between the absence of interaction and the absence of cultural main 
effects even stronger in the case of Mercer's bias argument. 

THE V ALUE OF A SEGMENT OF INTERVAL SCALE 

Even though it does not measure distance between cities well or 
that to the stars at all, a simple yardstick is an extremely useful 
instrument. So, too, with a limited segment of interval scale if that 
could be established among the moderately long digits-backward 
items. Let us review the evidence for such a scale and then consider 
the implications. 
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Review of Key Analyses concerning Digits-Backward Lengths 3 to 5 

The original data come from six samples that probably differ 
more among themselves in important ways than those in any other 
study concerned with test bias between blacks and whites: chrono
logical age, mental age, historical cohort and period, sex, race, and 
IQ all ranged freely. Yet, a sensitive chi-square test reveals no signif
icant differences in percentages passing the three digits-backward 
items after these diverse samples have been standardized via the unit 
normal distribution for differences in means and SDs of the under
lying ability (Table 6). Treated similarly, a different set of three Stan
ford-Binet items produces numerous significant chi squares (Table 
7). 

When based on the three digits-backward items, z-score corre
lations among the six samples and with the unit model often reach 
.9999 and are usually above .9990 (Table 8). Other Stanford-Binet 
items having comparable ordering and mental age characteristics 
yield discernibly and significantly lower correlations (Tables 8 and 
9); those equaling .9999 are rare. Strong associations between the 
level of correlation and the significance of the chi-square test in the 
case of the digits items and new items (Tables 6, 7, and 8) make it 
evident that many of the concordant triplets of items (Table 9) would 
also produce significant chi squares for any single pairing of samples 
if submitted to test. Detailed inspection of the z correlations (and the 
correlations between z correlations, which were often low or nega
tive) shows that not only many but most concordant triplets would 
produce a significant chi square for at least some pairing of samples, 
in that only 2 sets of triplets out of 21 yield z correlations greater than 
.9899 for all 3 pairings of 1918 samples; by contrast, the digits items 
always yield much higher z correlations for all 15 pairings of sam
ples in Table 8. Plainly, the digits items are unusual, and their 
extraordinary correlations are not simply a reflection of 
monotonicity. 

There is no indication that the higher correlations for digits 
items are due to greater reliability of those items. Estimates of the 
reliability of the z scores of digits items (Table 10) make it difficult to 
resist the conclusion that, if corrected for attenuation, the already 
extraordinarily high z correlations for digits items would be perfect, 
that is, equal to 1.0. 

The z transformation produces significantly stronger correla
tions than do raw percentages passing among items in general (Table 
9), but especially so in the case of digits items (Table 8). Thus, the 
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moderately long digits items in combination with z transformation 
stand apart from other items and other metrics in giving evidence of 
interval scale properties. 

That evidence rests mainly on the abundance of nearly perfect 
observed correlations and probably perfect corrected correlations 
among samples, as supported by the chi-square test. Correlations 
with the unit model for item lengths 3 to 5 provide a plausible basis
in view of the discrete quanta of content through which difficulty 
increases-for explaining the generality of high correlations among 
samples. Loadings on the "3, 4, 5" factor, for example, account for 
99.86% of their variance (Table 8), almost exactly as much as loadings 
on the first principal component, which is the linear function that 
accounts for the maximum amount of variance. Because the unit 
model supplements the evidence for an interval scale without being 
essential (it represents only one special example of the form that an 
interval scale might take), it could be sacrificed if correlations 
between samples based on additional item lengths were to remain 
extraordinarily high while item difficulties diverged from the unit 
model in goodness of fit. Intervals can remain equal across samples 
without being equal between items. Currently, however, the unit 
model applies well within the range of 3 to 5 digits backward, and it 
very likely will continue to do so regardless of developments outside 
that range. Whenever it does apply, it bolsters the case for an interval 
scale by providing an independent reason for expecting the relation
ships among samples to be linear, that is, by providing a sufficient 
condition, but not a necessary one. 

The unit model also provides a useful tool for examining scatter
ings of data based on combinations of backward digit-span items 
beyond length 5, but from only one sample, and miscellaneous runs 
of forward span items. Although the goodness of fit to the model 
seems to be somewhat poorer when backward lengths over 5 or long 
forward runs are included, it tends to be better than that for nondi
gits items (which should fit no better than monotonicity alone would 
dictate). Mean correlations with the model are .9946 and .9982 for 
such backward and forward span data, respectively. Thus, although 
backward lengths over 5 and the available forward-span data fail to 
extend and corroborate the model by registering extraordinary cor
relations, they do reveal that digits items in general tend to be spaced 
more evenly in difficulty, as measured by z score, than nondigits 
items, a finding that is provocative. Obviously, something internal 
must be involved in their spacing if certain spacings cannot occur 
(aside from floor or ceiling effects). 
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The poorer fit to the unit model when the more difficult digits
backward lengths are included could be due to skewness in the sam
ples concerned or to the differential contribution of mnemonic strat
egy to passing those items. Some evidence was found in digits-for
ward data indicating that strategies such as grouping playa larger 
role in longer items, and that the effect of the grouping strategy on 
interval size may change every two intervals instead of everyone. 
Hence, the unusual evidence of interval scale properties within the 
segment of digits-backward items ranging from lengths 3 to 5 may be 
due to some combination of buffering-from skewness effects, per
haps, because those items rarely land in the extreme tails of a distri
bution; from strategy, perhaps, because difficulty increases rapidly 
within a range of only a few digits, and because the short item 
lengths in combination with the demanding task of reversing digits 
renders strategy uneconomical (e.g., see Case, 1972, p. 301); and from 
sample-by-strategy interaction, perhaps, if strategy is present, 
because the two intervals, being adjacent, are equally affected by 
even varying amounts of grouping in all samples, grouping being the 
most promising candidate as strategy. However, these conjectures 
are based on relatively sparse and unsystematic data in no way com
parable to the extensive evidence of interval scale properties among 
digits-backward items within the segment defined by lengths 3 
through 5. . 

GENERAL IMPUCA nONS OF A PROVEN SEGMENT OF INTERVAL SCALE 

Applications to the arguments of Mercer are reserved for a later 
section. Here, I consider only such matters as the immediate impli
cations ofthe data concerning the shape of the distribution of mental 
ability, as well as the relation between digits and nondigits intelli
gence-test items. The discussion is developed for a "proven" segment 
of interval scale, regardless of whether the segment in question qual
ifies as such in the eyes of all readers. Reference is also made to a 
relaxed version of the argument concerning normality that depends 
merely on the observed findings. The alternative version may hold 
more appeal for those who are willing to grant that criteria for an 
interval scale have been well met by the data in hand for the segment 
of interest, but who are not yet convinced that the interval scale 
really exists. 
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Normality 

The logical deduction that if mental ability is normally distrib
uted, and if IQ (or test score) is normally distributed, it necessarily 
follows that IQ constitutes an interval scale (e.g., Jensen, 1969a, pp. 
21-22; 1969b, pp. 462-463; 1980a, p. 75) has generally been attacked 
in two somewhat contradictory ways. According to one, IQ distri
butions are normal because test item difficulties and intercorrelations 
are selected to force that outcome; according to the other, they are 
not actually normal. In employing this classic deduction, Jensen has 
responded to the first criticism by essentially conceding the point 
(with some important qualifications), while shifting the emphasis 
toward devising ways of testing the deduction independently by 
showing that IQ behaves as does an interval scale. Those who dis
miss Jensen's argument as "circular," therefore, seem to miss the 
point of the independent test (e.g., Hunt, 1969, p. 283, who also found 
"no serious fault" with Jensen's description of the IQ distribution; 
Kempthorne & Wolins, 1982, p. 330l. The last two authors took issue 
with Jensen's use of the good fit between kinship correlations and 
polygenic theory as one form of independent evidence, but their 
objections depend mainly on their own opinion about how tenable 
the assumptions of that theory are, and on its lack of experimental 
verification in the case of human intelligence. In view of their object
ing to one specific example of independent evidence, it is puzzling 
that they should seem not to notice the role of the principle itself in 
Jensen's argument. Thomas (1982) also failed to do justice to this 
aspect, while quoting Jensen in a manner that oversimplifies his 
positions. 

Wahlsten (1980) and Yetta (1982) both questioned the normality 
of empirical IQ but overlooked the fact that Jensen specified that IQ 
distributions only approximate normality, with the fit being espe
cially close within the IQ range from 60 to 150 that includes 98% of 
whites (1980a, p. 84l. Yetta (1982, p. 336) even cited one of the more 
skewed examples in the literature as though it had not been depicted 
and its author quoted by Jensen (1980a, p. 72) himself, who gave gen
erally accepted reasons for expecting effects of skewness below IQ 60 
(1969a, p. 25; 1980a, pp. 83-84l. Large-sample chi-square tests reject
ing normality of IQ performed by Dorfman (1978; see also McNemar, 
1942, Tables 1 and 2) and cited by Wahlsten (p. 359) are irrelevant, 
therefore, to the question of how good the fit is for some practical 
purpose. In the course of describing the robustness of certain statis-
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tical tests under departures from normality, Box (1953) once likened 
a sensitive test of assumptions to a rowboat, sent out to see whether 
it was safe for an ocean liner to leave port. The same might be said 
of the large-sample chi-square test. According to Yule and Kendall 
(1950), 

The normal form is reasonably close to many distributions of the humped 
type. If, therefore, we are ignorant of the exact nature of a humped dis
tribution ... we may assume as a first approximation that the distribution 
is normal and see where this assumption leads us. It is not infrequently 
found that a population represented in this way is sufficiently accurately 
specified for the purposes of the inquiry. (p. 188) 

Interestingly enough, Vetta (1982) did concede that he was unable "to 
contemplate any distribution other than the normal for mental abil
ity, as distinct from IQ" (p. 336l. 

Vetta (1980, p. 357) has correctly noted that one particular test for 
an interval scale proposed by Jensen, involving the correlation 
between sib means and sib differences, is not independent of the sup
posed imposition of normality on the IQ distribution, a criticism that 
Jensen (1980b, p. 362) accepted. This eliminates the simplest and least 
inferential test that Jensen has so far been able to suggest. 

However, the fact that the z scores of the moderately long digits
backward items correlate so highly with each other across samples 
as to constitute a segment of interval scale represents now another 
kind of evidence. Here, one must keep in mind the 15 comparisons 
between samples, and not just the three data points. Constructing a 
physical analogy might proceed as follows: Imagine a ruler broken 
into two-inch segments, and each segment used to mark off two 
inches on ohe of six different boards; finally, imagine the marked sec
tions of board being juxtaposed pairwise, and all found to be equal. 
Here, the different numbered inches would correspond to the differ
ent levels of z score generated by applying the scale (i.e., the digits 
items) to various samples differing in level and dispersion of mental 
ability. 

Note that the argument at this point runs opposite in direction 
from the familiar one. We do not assume a normal distribution and 
then from that assumption infer that z scores provide an interval 
scale; rather, we observe a segment of interval scale based on z 
scores and infer that it could have arisen only from either a normal 
distribution or from some set of distributions that approximate nor-
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mality closely enough not to disturb the interval scale.s This last stip
ulation reconciles the results with the fact that the mental age distri
butions of the present samples are known not to be exactly normal 
in every case, should that particular total score eventually be identi
fied with the mental ability on which passing digits backward 
depends. It also responds to Dorfman's point that if we accept the 
assertion that IQ is normally distributed within socioeconomic 
subgroups, then it is not likely that the distribution for the whole 
population is normal (cited in Vetta, 1982, p. 336, from a personal 
communication), Such arguments as Dorfman's, which Vetta consid
ers "excellent," address only the straw man view that the distribu
tion must be mathematically perfectly normal before we can use
fully apply the assumption of normality. Combining normal 
distributions, particularly when the centrally located ones are the 
most heavily populated, could very well yield a total distribution that 
adequately approximates normality, and Dorfman's assumption that 
the smaller subgroup distributions are perfect, whereas the larger 
total one is not, rather than the other way around, is simply 
gratuitous. 

The fact that interval scale properties are well maintained by the 
digits-backward segment, wherever it falls within the various sam
ples' ranges of difficulty, helps to generalize the argument beyond 
the range the segment occupies in a particular sample. No assump
tion is required to transform a percentage to the normal curve func
tion z or to any other function, as the empirical test resides entirely 
in how well the particular transformation \Norks for the correlations 
in which it later figures. 

Regardless of whether one accepts that an interval scale has 
been proved for the digits-backward items, the empirical facts show 
that the transformation based on the normal function provides a 
markedly superior fit between samples and with the unit model over 
raw percentages passing (Table 8). To a lesser, but nevertheless sig
nificant, extent the z transformation also provides a better fit, on the 
average, between samples for nondigits items, too, as shown by the 
concordant triplets (Table 9), One need not accept the interval scale 
per se as proven in order to read these facts as evidence for the nor
mality or the near normality of the underlying mental ability. How
ever, to the extent that one accepts the evidence for normality as 

80bviously, it would be of interest to know more about just how much latitude this 
stipulation confers on the family of distributions, given the observed data. 
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stated, it becomes somewhat inconsistent not to accept the interval 
scale, as at that point the classic deduction would apply to the z 
transformation. 

The Mental Ability in Question 

Once we have argued the case for the normal or near-normal 
distribution of the mental ability underlying digits-backward perfor
mance, the logical next question must be: Is that mental ability the 
same as the mental ability underlying IQ items in general? Within the 
present data, as was noted earlier, the digits-backward items remain 
lodged at the same difficulty ranks among the 25 Stanford-Binet 
items in Table 2, regardless of mental age level and other differences 
among the 1918 samples, thus indicating that they covary with the 
other items. We have also seen that the SDs of the raw z scores of 
the digits-backward items are substantially negatively correlated 
with the SDs of mental age in the various subsamples in Tables 4 and 
5, a finding that indicates that the dispersions of both mental abilities 
expand and contract together. Those correlations were -.91 and 
- .92 (the negative sign is to be expected, as z is in units of the unob
served underlying SDl. Although one anomalous report of low neg
ative correlations between forward digit span and SAT-V and -M 
exists (Chiang & Atkinson, 1976), Dempster and Cooney (1982) 
reported correlations with SAT-V and -M ranging from .69 to .77, and 
Dempster (1981, p. 65) cited correlations of .74-.81 between digit span 
(when reliably measured with many items or when corrected for 
attenuation) and various intelligence, aptitude, and achievement 
measures. Jensen and Figueroa (1975, Table 2) have shown that back
ward digit span correlates more highly than forward digit span with 
WISC-R Full-Scale IQ among both blacks and whites, and Globerson's 
(1983, Table 1) correlations with other measures of general intelli
gence reveal the same pattern among Israeli Jews. Using longitudinal 
data at four age levels, Jensen and Osborne (1979) found that forward 
and backward digit span formed two well-separated factors in both 
races, and that backward span usually loaded more highly than for
ward span on the first principal component of the WISC, despite 
instability from small samples. These facts all point to the conclusion 
that the mental abilities underlying digits-backward and other IQ 
items are largely if not entirely one and the same. 

True, Jensen and Figueroa (1975, Table 3) did report a smaller 
race difference for backward digit span (.57 sigma) than Full-Scale IQ 
(1.15 sigma), which potentially suggests a difference between the two 
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variables. However, if their difference in estimated reliability is taken 
into account, and both race differences are corrected by deducting 
the unreliable variance (1 - rt/) from sigma squared (which repre
sents the within-group variance), the two race differences reach 
roughly the same order of magnitude, 1.01 sigma and 1.18 sigma, 
respectively.9 To the extent that backward digit span also draws inde
pendently on what Jensen (e.g., 1980a, p. 549) has called Level I (asso
ciative learning) ability, some difference between the race differences 
would be expected in view of his demonstrated interaction of Levels 
I and II (general intelligence) with race. The substrate ability under
lying backward span would still be normally distributed, however, 
if its Level I and Level II components were normally distributed, and 
would not likely be so otherwise, for if two random variables are 
normal, so is their linear combination (Mood, Graybill, & Boes, 1974, 
p. 194), The substrate distribution would also reflect mainly the dis
tribution of the dominant component, which seems to be Level II in 
the case of backward span, judging from the partial correlations 
reported by Jensen and Figueroa (1975, p. 885). To the extent that one 
component is known to be distributed normally, the other must be 
so if the digits-backward substrate is to remain normal and thus to 
conform with the data presented earlier. Jensen (1980a, Figure 4.9, 
citing Durning, 1968), in fact, presented a nearly normal distribution 
for forward-span performance, a prototypic measure of his Level I 
ability. The shape of the empirical forward-span distribution cannot 
be attributed to any juggling of items, deliberate or otherwise, as the 
only possible bases for selection in the case of digits items are in 
respect to range and uninterruptedness of lengths; departures from 
a wide range without gaps would seem forced and hence difficult to 
defend. Thus, once again, we infer that the Level II component must 
be at least nearly normal, even ifthere should be two major cognitive 

~o estimate the reliability of WISC-R backward span, I follow Wechsler (1949, p. 14) 
and use Jensen and Figueroa's (1975, Table 6) correlation of .336 between it and for
ward span. As they gave only the correlations overall, race must be partialed out, a 
procedure that gives a within-groups estimate of .318 for reliability within race. The 
reliability of Full-Scale IQ has been taken as .95 (e.g., Wechsler, 1974, Table 9). 
Although this procedure for determining the reliability of backward span from its 
correlation with forward span may lead to an underestimate, the results need be only 
approximate to make the point. An alternative estimate, based on the reliability in the 
WISC standardization sample of a digit span test half as long as backward and for
ward span together (Wechsler, 1949, p. 13)-that is, .43-yields corrected race differ
ences of .87 and 1.18 sigma for backward span and Full-Scale IQ. 
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components contributing to digits-backward performance instead of 
general intelligence alone. 

Understanding the Two Kinds of Item and Their Relations to an 
Interval Scale 

If, according to this reasoning, the segment of digits-backward 
items indicates that general intelligence is distributed normally or 
nearly so in the six samples, regardless of whether there is one 
underlying component or two, what does that tell us about items in 
general and their relation to an interval scale? The answer depends 
on the nature and the extent of the difference between the digits
backward and the nondigits items, as exhibited in the analyses thus 
far (as in Tables 8 and 9), Comprehending the nature depends on 
knowing the extent. Let us look, therefore, at two tables that address 
the question of extent. 

One might suppose that the moderate digits-backward items, 
which fall at mental ages VII, IX, and XII in all Stanford-Binet revi
sions, just happen to be situated at the right mental ages to correlate 
extraordinarily well with the unit model, and that many other item 
triplets having that mental age composition would do as well. We 
have seen that this is not the case with respect to z correlations 
between samples (Table 9), and now we see in Table 11 that the same 
applies to z correlations with the unit model (based here on 1916 
mental ages), which enable us to inspect the fit for one sample at a 
time. 

Table 11 provides further evidence of the special nature of the 
digits-backward segment. The lower correlations of nondigits items 
with the unit model, as well as the fact that the digits item correla
tions consistently exceed almost all of the correlations between the 
model and the z scores of concordant triplets, show that the excel
lent fit of the digits items to the model is not simply the result of their 
being located at the right mental ages. Something beyond mental age 
is involved. 

Some nondigits triplets fit consistently more poorly than others, 
and hence, despite the absolutely low SDs higher up in the table, two 
of the correlations between unit model correlations indicate the pres
ence of some consistency in fit across samples (Table 11, bottom), Just 
three of the nine items in the pool from which the concordant trip
lets are formed account for 12 of the poorer model correlations 
(mean = .9077; SD = .0156), as well as for all six of the discordant 
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TABLE 11 
Correlations with the Unit Model for Concordant Triplets, Digits-Backward 
Items, and New Items, and Correlations between Unit Model Correlations 

in Three 1918 Samples" 

Concordant triplets 
Mean correlation 
SD 
Number of triplets 

Review of correlations from Table 8 
Digits items 
New items 

Number of concordant triplet 
correlations exceeded by 
Digits items 
New items 

Low 
whites 

(351) 

.9682 

.0385 
27 

.9996 

.9642 

24/27 
7/27 

Low 
blacks 
(938) 

.9492 

.0378 
24 

.9992 

.9970 

23/24 
21/24 

SBA 
whites 

(486) 

.9662 

.0328 
24 

.9997 

.9496 

23/24 
6/24 

Row 
mean 

.9615 

.9995 

.9703 

93.3% 
45.3% 

Correlations between unit model correlations for concordant triplets (and no. of 
triplets) 

Low whites 
Low blacks 
SBA whites 

(24) 
(24) (21) 

.66C 

.17 

"According to the Mann-Whitney test, there are no significant differences between these samples 
in goodness of fit of concordant triplets to the unit model. In the lower panel, the difference 
between the two correlations .60 and .66 is not significant, when approximations are used as 
entries in the proper formula (Walker &. Lev, 1953, p. 257), 

bSignificantly different from zero, p < .01. 
CSignificantly different from zero, p < .001. 

triplets that have been excluded from analysis (IX, 3 when in com
bination with either VII, 2 or VII, 6; see Table 2 for their contentl. 

The two high correlations in the lower panel are those involving 
low whites with each of the other two 1918 samples. The third cor
relation may be low because excluding the discordant triplets elim
inates, in its case, all instead of just half of the item combinations that 
fit poorly even when they are not actually discordant. However, the 
correlational pattern can also be re.ad as showing a consistency in fit 
across race and within race (for whites) that is diminished when 
mental age means and SDs become too different between samples, 
as in the case of low blacks and SBA whites, who differ that way far 
more than blacks and whites in general (see Table 4), and more than 
any other pairing of the three 1918 samples. Conceivably, this subtle 
form of consistency can survive substantial differences in mental age 
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(e.g., low whites vs. SBA whitesl or differences in race (e.g., low 
whites vs. low blacksl, but not both at once; whatever the case, con
founding makes it impossible to pursue the matter further, and we 
lack the mental age contrast within race for blacks. Note that all three 
samples fit the unit model equally well according to the Mann-Whit
ney test, and that the consistencies occur within a very narrow range 
of variation. 

The essential difference between the two kinds of item does not 
depend on just a few combinations of nondigits items that fit espe
cially poorly in more than one sample, or else the digits item corre
lations would not exceed so many of the unit model correlations 
involving concordant triplets in the same sample (i.e., 70 out of 75l, 
despite sharing their mental age composition. Moreover, unlike the 
digits items, the five better fitting concordant triplets do not retain 
their exceptional fit in more than one sample, as defined by exceed
ing the lowest ofthe three digits correlations in Table 11, .9992. Thus, 
although there are some consistently ill-fitting combinations of non
digits items, there are no combinations that consistently are excep
tionally good-the essential difference between the kinds of item is 
pervasive, therefore, as well as independent of mental age. 

Table 12 describes the extent of the differences between item 
types in another way, one that will prove most relevant, at a later 
point, to Mercer's position. The top panel shows, for digits-backward 
items, that absolute differences between samples in standardized 
percentages passing average less than one percentage point: .87% for 
all six samples, and .40% for the five large samples. These magnitudes 
also represent the average absolute error if one were to predict the 
standardized percentage in one sample from that in another sample. 
The results are quite regular, even down to the modest effect of small 
sample size in the case of the 1916 Stanford-Binet whites. 

Below the diagonal in the top panel are comparable entries for 
the three new items. As sample size seems to have no effect now 
within the context of greater variation from other sources, I give only 
the six-sample mean: 4.32%. This average absolute difference is 5 or 
11 times larger than the corresponding figure for digits items (thus 
reflecting the difference between the two kinds of iteml, but never
theless, it remains small as percentage differences go (thus lending 
perspective to the difference between the two kinds of item). The dif
ference between item types is striking, but just as striking, certainly, 
is the fact that both kinds of item display rather small mean per
centage differences despite the great heterogeneity of the samples in 
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race, age, mental ability, sex composition, region, and location within 
a 46.5-year time interval. If we consider just the five large samples for 
simplicity, the differences between races are smaller on average (dig
its, .36; new, 4.33) than the differences among white samples (digits, 
.47; new, 5.72), and they are either the same as or only somewhat 
larger than the two single differences between black samples (digits, 
.37; new, 2.46). Essentially similar results obtain for all six samples 
(the actual figures are easily calculated from Table 12). Thus, the mul
tisample data for both digits and new items reveal no indication of 
any uniquely racial effects per se, once the underlying mental ability 
has been standardized with respect to mean and SD (see also the ear
lier discussion of related chi-square results). 

The middle panel of Table 12 shows the effect of item context 
and standardization on digits and new items, and it compares those 
items with all 25 Stanford-Binet items from Table 2. When placed 
among all 25 items, the especially good fit of the digits items across 
samples is obscured (just as that of "four digits backward" was 
among the new items in Table 7), although their fit seems to remain 
better than average. That of the new items actually improves 
slightly. The average fit across the three samples of all 25 items, as 
measured by the mean absolute difference of 3.49%, is quite compa
rable to that of new items in the context of either 3 or 25 items (a 
reassuring fact), and hence, it is rather good when viewed in the per
spective of percentage differences in general. A close inspection of 
the results for new items and all 25 items in Table 12 suggests that 
the present mean absolute difference of 3.49% for 25 items in three 
samples would be a good approximation for their mean difference 
in all six samples, were the additional data available. 

The right side of the middle panel qualifies the preceding state
ments slightly by exhibiting the differences produced by the "worst 
case," that is, the standardization yielding the largest differences in 
the case of all 25 items. The standardization target now turns out to 
be low whites, as their average raw passing rate was closest to 50% 
(cf. Table 2). Although this alternative standardization roughly dou
bles the mean absolute differences, those for digits items remain 
fairly small, and those for all 25 items are still not large as percentage 
differences go. Recall that absolute percentages are used because 
algebraic differences would tend to cancel out, leaving nothing to 
examine, and also indicating little net advantage in relative difficulty, 
as measured by passing rates, for any sample. 

The correlations in the bottom panel of Table 12 provide a clue 
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as to the nature of one component of the modest mean absolute dif
ferences. Although these correlations are conveniently invariant 
over choice of standardization, they must be interpreted carefully 
with regard to their signs, which are governed by the directions of 
subtraction in the differences between pairs of samples that were 
correlated. The key to interpretation is that each correlation involves 
a common sample and the algebraic differences from it of the other 
two samples. With this key, one can mentally recast the directions of 
subtraction listed in the table and reach the following conclusions for 
each correlation without regard to its tabled sign: First, the item dif
ferences between the low blacks and each of the two white groups 
covary directly, with a strength of .80; second, the item differences 
between the SBA whites and each of the two low groups covary 
directly, with a strength of .83; third, the item differences between 
each low group and the group next higher in mental age covary 
directly, with a nonsignificant correlation of .33. 

The three sums of the mental age distances (see Table 2) from 
the common sample to each of the other two samples fall in the same 
order as the magnitudes of the correlations at the bottom of Table 12. 
This common ordering suggests that the minor group-by-item inter
action in relative difficulty represented in the algebraic (as well as the 
absolute) differences between two samples widely separated in men
tal age, such as the low blacks and SBA whites, is to a considerable 
degree an interaction between mental ability level and items, as it 
can be paralleled fairly successfully with a third sample also distant 
from the common sample, regardless of race; the greater the average 
distance of the other two from the common sample in mental age, 
the greater the parallel. Such parallels would account for the fact 
that mean absolute differences are consistently somewhat larger 
between low blacks and SBA whites in Table 12 than between any 
other pairing of the 1918 samples. The rationale here is similar to that 
developed by Jensen (1974b, 1977b), when he demonstrated that, by 
substituting for a black group a pseudo-race group of whites match
ing the blacks in mental ability, he could reproduce a large amount 
of the small group-by-item interaction involving another group of 
whites, and that, by matching blacks with whites ofthe same mental 
ability, he could eliminate most of the interaction; he concluded, 
therefore, that the small amount of interaction reflected mental abil
ity differences rather than cultural differences between races (see 
also Angoff & Ford, 1973). As individual scores are not available here, 
some technique other than Jensen's had to be devised for exploring 
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the same issue. to If we regress the SBA white minus low black differ
ence on the SBA white minus low white difference, in view of their 
.83 correlation, and calculate the mean and SD of the absolute resid
uals over all 25 items, we obtain 2.63 and 2.51, respectively. Having 
been thus corrected for interaction with level of ability, these values 
for the SBA white and low black pairing are now comparable to 
those for the low white and low black pairing in Table 12, which 
contains the samples closest in mental age. 

Having seen that absolute differences per item in standardized 
percentages passing are rather modest in general, and that probably 
some part of them can be attributed to interactions with mental level, 
we can now turn with greater confidence to the question of why the 
digits items stand out as different. The answer need only account for 
a mean difference of about three to five standardized percentage 
points (depending on choice of standardization in Table 12), if some 
allowance is made for interaction with ability level in the case of low 
blacks and SBA whites (not a crucial point), and it must be applicable 
to all 22 nondigits items with no a priori basis for distinguishing 
among them (in view of the pervasiveness of the difference), yet it 
must also allow for variation in its effect that is not now predictable 
(an SD of three to five standardized percentage points)' 

The answer, of course, that could satisfy these requirements is 
the striking difference between digits and nondigits items in homo
geneity of content and task, and hence in presumptive degree of uni
dimensionality. Only Binet's inspired recognition of an age scale 
could have led to such a jumble of items as those in Table 2, for with-

l"By the same logic, it is reasonable to check for a positive correlation between size of 
mean absolute percentage difference in Table 12 and size of absolute mental age dif
ference between samples according to Tables 4 and 5. However, all of the details are 
not fully predictable, and they must be interpreted tentatively and cautiously. The 
1916 Stanford-Binet white sample cannot be included for digits items because of the 
obvious effect of sample size on its relatively large percentage differences. Excluding 
that sample leaves 10 percentage differences, which correlate -.43 (not significant 
[ns]) with their corresponding mental age gaps (Le., which show the wrong sign). 
However, it may be unreasonable to expect a relation for digits items, whose per
centage differences are miniscule, because it is argued next that they are less subject 
to interaction than nondigits triplets. The corresponding six-sample and five-sample
correlations for new items, on the other hand, are .41 (ns) and .57 (p < .10, two-tailed
test), respectively. Although these look supportive, there is sufficient uncertainty 
over the comparability of mental age means to warrant further caution. Those based 
on the 1916 Stanford-Binet may be only approximately comparable to those from 
other editions; moreover, some were derived as approximations from available IQ 
and age data. 
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out that discovery who, now starting afresh, would think to include 
them together in the same measure? The moderate digits-backward 
domain is unique, perhaps, in its capacity for generating items with 
minimal differences in secondary facets at different levels of diffi
culty. Even when drawn from a single nominal domain (an issue 
unexamined in this chapter), such as that of vocabulary or figural 
analogies, nondigits items seem more open to trivial forms of multi
dimensionality than digits items; those forms create opportunities for 
effects on item difficulty like those of the age-by-strategy interaction 
on some digits items. Vocabulary items, for example, can be difficult 
purely because of their rarity as well as because of their abstract 
complexity (Jensen, 1974b, p. 1921. A clear understanding of the rel
ative contributions of such influences, for example, as indicated by 
the size of the general factor in comparison to the residual variation, 
is always important.ll 

By usual psychometric standards, the extraneous variance due 
to such secondary sources is trivial, of course, and is far outweighed 
by the general factor in both minority and majority samples (see the 
earlier discussion of correlational structurel. However, although 
diversity of item content is properly regarded as one of the strengths 
of individual IQ tests, the residual heterogeneity that it induces prob
ably degrades z correlations of item triplets just enough to render 
them almost equivocal for the difficult purpose of discriminating seg
ments of perfect linearity from merely monotonic ones, thereby 
spoiling their value as graphic evidence for interval scale properties 
in analyses of the sort undertaken here. Moreover, desirable or not, 
that source of variation may prove impossible to eradicate from non
digit item domains even by homogenizing them further, although 
the degree of success as gauged by this article's methods remains to 
be seen. 

11 After considering such terms as specific factors and group factors, I decided to use 
Guttman's deceptively simple concept offacet to make this point because he empha
sized that it involves "the conceptual analysis of content" (Guttman, 1966, p. 495) and 
requires "the brains of the scientist" (p. 495), Guttman (1959, p. 130) viewed "dimen
sion," "factor," "element," and so on as being related to but often radically different 
from "facet"; thus, my use of dimensionality within the same paragraph as facet 
represents a conscious decision to keep the heuristic implications as open as possible. 
The term secondary facet came to my attention when mentioned by Bert F. Green, 
Jr., in a lecture at Johns Hopkins University. Jensen and Reynolds (1982) presented a 
detailed comparison of general, group, and specific factors in the WISGR for blacks 
and whites that complements my discussion nicely, but on the level of subtests rather 
than on the level of items. 
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Almost by definition, secondary facets would not be expected to 
match from item to item. Consequently, they are likely to generate 
small amounts of item-group interaction: first, through interacting 
separately with level of mental ability-that is, having item charac
teristic curves of their own with general ability that alter the overall 
curves of items in which they are embedded; second, through their 
varying sensitivity to special abilities of the sort contained in the 
highly stable cognitive profiles frequently found specific to particu
lar ethnic groups (for further discussion of such profiles, see Gordon, 
1975/1980, pp. 124-125; 1980, pp. 177-180).12 Differences between 
groups in the relationship between a particular ability and the prob
ability of answering an item correctly, depicted in their item char
acteristic curves, define internal bias (Ironson, 1982; Jensen, 1980a). 
Whether the differences are large enough and systematic enough to 
matter for practical purposes is quite another matter. For present 
theoretical purposes, however, differential susceptibility of items to 
such minor sources of interaction would seem quite sufficient for 
explaining the small mean differences in high z correlations and 
standardized percentages that distinguish digits backward from non
digits triplets of items in all six samples. 

With the digits-backward segment providing independent evi
dence that general mental ability is approximated well by the nor
mal curve, it automatically follows that if the distribution of IQ is also 
normal, however arrived at, IQ, too, constitutes an interval scale (e.g., 
Jensen, 1969a, pp. 21-22; 1980a, p. 262). This reversed form of the 
usual argument, based on observation rather than on "assumption" 
tested by observation, enables a score derived from the total test, 
such as IQ, to ride the coattails of the digits items in laying claim to 
interval scale properties. 

A second, more inferential line of reasoning supports the same 
conclusion. Because the failure of nondigits triplets to produce prima 
facie evidence of an interval scale was laid to their contamination by 
numerous differing secondary facets, it would follow that the same 
interval scale lurks not far beneath their slightly noisy surface (in 
view of the principle demonstrated by the digits segment), and that 
the effects of the secondary facets, being largely unrelated to each 

12Jensen (1980a, pp. 729-732) has provided an important critique of interpretations of 
profile studies, but none of his criticisms, in my opinion, invalidate evidence for sta
ble profile differences relative to some set of reference tests originally equated in 
some reference population. My own arguments have always depended only on 
those minimal conditions. 
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other, would tend to average out in a total score based on many 
items. Hence, if z scores in general constitute a slightly noisy interval 
scale, a total score based on their sum in a representative sample of 
constant age would constitute a still less noisy interval scale. Except 
for some minor smoothing, as well as the use of point scales for 
entire subtests before converting to z scores and summing, this is 
essentially the way WISC IQ was derived (Wechsler, 1949, p. 15; 
Wechsler's, 1974, p. 21, discussion of WISC-R IQ is consistent, but 
slightly ambiguous in its use of the word normalizingl. Stanford
Binet IQ follows a similar logic; although that test determines mental 
age before converting to z scores (Terman & Merrill, 1960, p. 27), the 
Guttman-like scaling features of IQ items mean that a total score 
based on the most difficult item answered correctly is largely equiv
alent in information contained to the sum of individual item scores 
(e.g., see the discussion in Jensen, 1980a, pp. 262-263 of a physical 
weight scale as an example of a Guttman scalel. 

Going in the other direction, the nondigits items also indicate 
something useful, if relatively uncontroversial, about the digits-back
ward items. As the two forms of item seem to measure the same 
mental ability on the aggregate level-and in both races, as well
the fact that essentially the same nondigits items reappear in the 
same intervals between digits items regardless of the varying diffi
culty of the latter over samples or race (Table 2) can be read as indi
cating that the substrate ability underlying digits-backward perfor
mance is probably continuous rather than discrete. That is, the 
difficulty of digits items may occur in quanta, but the ability to per
form them does not. This evidence is consistent with Dempster's 
skepticism toward what he characterized as "the older 'slots' view" 
(1981, p. 87) of the capacity underlying memory span. 

MERCER AND ITEM-GROUP INTERACTION 

In this section, I first use statements by Mercer and by Kamin to 
place their cultural bias position within a broader diffusionist tradi
tion concerning group differences iIi IQ. Then, I discuss their 
attempts to neutralize the bearing of item-group interaction studies 
on the plausibility of their variant of the diffusionist argument, 
which I label the Mercer-Kamin law. Next, I relate the unusual prop
erties of the moderately long digits-backward items to the plausibility 
issue. Finally, I review how culture does diffuse. 
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THE DIFFUSION-oF-INTELUGENCE PARADIGM 

This paradigm contains two key assumptions: One is that sub
cultures differ in important but alterable ways relevant to the mea
surement of IQ; the other is that IQ or rather its cultural basis diffuses 
from a dominant to a lower scoring subculture, so that the difference 
in their average IQs can be explained by imperfections in or incom
pleteness of the diffusion process. Hence, by intensifying exposure 
and accelerating diffusion, it should be possible to reduce the IQ dif
ference. This chapter is concerned with the second assumption, 
which depends, in turn, on the first. The paradigm takes no position 
concerning the validity of scores, an issue that creates two subdivi
sions among its adherents. 

MERCER AND KAMIN AS DIFFUSIONISTS 

Now, let us consider the appropriate theoretical classification for 
Mercer and others like her who allege cultural bias in tests, that is, 
invalidity. To the extent that they purport to explain a mental con
dition or test performance that is also a changeable one within the 
lives of test respondents, and to the extent that any measurable spe
cial abilities that differ between populations in opposite directions 
are not fungible, those arguing cultural bias must adhere to the dif
fusion-of-intelligence paradigm. 

Other forms of the culture bias argument are conceivable, but 
unstrategic, for unless invalidity is linked with a condition that is, in 
principle, alterable within lives, invalidity itself is called into ques
tion. It is difficult to allege score invalidity-and hence that a lower 
scoring population is functionally equivalent to a higher scoring 
one-without allowing for possibilities of score improvement. And 
unless special abilities are totally substitutable in some application (in 
which case, they might well be indistinguishable in the first place), 
so that a relative advantage on tests of one can cancel a disadvantage 
on tests of another, there can be no opening for a variant of the bias 
argument that would depend on mismeasurement of-as distinct 
from underestimation of-potential performance, thereby rendering 
the question of score improvability less crucial. 

The dependence of invalidity on changeability for the practical 
purposes of argument distinguishes the cultural bias position from 
other forms of environmental explanation of group IQ differences 
that concede the validity of phenotypic scores, but that mayor may 
not allow for their improvement in living individuals. Various 
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hypotheses based, say, on nutrition could illustrate the remaining 
types. In view of its stand on cultural differences and its dependence 
on changeability, the cultural bias argument must be regarded as an 
example of the diffusion-of-intelligence paradigm-a classification 
made only the more plausible by the argument's position on 
invalidity. 

Judging from their own words, there is little reason to suppose 
that Mercer and others would object to being classified as diffusion
ists. Mercer (1979b), for example, regards all tests as "measures of 
learning" and regards differences between majority and minority 
groups as reflections of "differences in the exposure of various 
groups to the materials in the test, differences in reinforcement for 
learning the material in the test, and differences in test-taking expe
rience" (pp. 53-54); between-group differences are "an artifact of the 
cultural specificity of the test" (p. 54), whereas her pluralistic model 
"reveals potential masked by cultural differences" (p. 40); all tests, in 
fact, are "measures [of] an individual's acculturation to and familiar
ity with the American core culture" (p. 21l. 

Similarly, Kamin (1977) testified in Larry P. that "the very fact 
that the tests must depend upon the particular information that a 
child has acquired . . . means that they are bound to be culturally 
biased" (p. 930l. According to Kamin, "IQ tests measure the familiar
ity of an individual with the particular bits of knowledge and content 
and some of the attitudes and approaches toward work of that sort" 
(p. 882l. The phrases "bits of knowledge" and "bits of information" 
(p. 930) appear several times in the expert witness testimony that 
Kamin gave in both Larry P. and, three years later, in PASE (Kamin, 
1980, pp. 44,59,63), its sister case against the Chicago school system. 
His "bits" phrases convey a view of what is tested as being funda
mentally atomistic, separable, and independent in principle even if 
empirically correlated, in contrast, perhaps, to a mental construct of 
great generality. 

It is highly instructive to contrast Kamin's description with that 
of another environmentalist critic of Jensen, a diffusionist from the 
other subdivision of the paradigm who does not question the validity 
of scores, and hence who can afford to acknowledge the coherence 
among items and its implications for validity: 

What seems to be behind each layer of tasks is one or more cognitive 
structures, or styles of abstraction and reasoning. Once a child learns to 
manage a given general cognitive structure ... , he can usually solve or 
answer most of the tasks or test items using that cognitive structure .... 
There is a fair amount of evidence that such structures are well ordered, 



DIGITS BACKWARD AND THE MERCER-KAMIN LAW 

so that a five year old average IQ score is rarely made up of a hash of 
questions at a four year old level and a fifteen year old level. Instead the 
normal five year old answers four year old and five year old questions. 
The six year old answers 4,5, and 6 year old, etc. (Stinchcombe, 1969, p. 
519) 

The idiocy of rural life, the cognitive consequences of growing up in 
urban slums, the disparities of achievement among ethnic, religious, and 
social-class groups begin to make sense if we define civilization in terms 
of the densities or frequencies of use of intellectual structures at different 
levels. (Stinchcombe, 1969, p. 522) 

463 

The key difference here, of course, is sOciologist Stinchcombe's use 
of structures where Kamin might use bits, for the two words have 
quite opposite implications for validity, without which the overly 
harsh judgment in Stinchcombe's final paragraph, quoted above, 
would be a non sequitur. (The Communist Manifesto is the origin for 
the "idiocy II phrase, of course,) 

THE MERCER-KAMIN LAW 

The fact that the rank order of difficulty and z-score or delta cor
relations between populations are high, and that the amount of 
item-group interaction measured in other ways is small, represents 
an additional specification of the data that any explanation of IQ dif
ferences between races must satisfy. As Jensen (t977b) put it, "The 
only way one could view these findings as being consistent with the 
hypothesis that [a test] is ... culturally biased ... would be to claim 
that culture bias depresses blacks' performance on all the test items 
to much the same degree II (p. 63). Although Jensen noted that this 
was "highly unlikely for cultural effects per se" (p. 63), he did not, in 
my opinion, develop the issue of plausibility to the extent that it 
deserves. Other psychometricians have treated the issue as though it 
were tacitly understood (but see Angoff, 1982, p. 102). 

Accordingly, in preparing my own testimony for Larry P. (see 
Gordon, 1980), I gave thought to the implications of the item-group 
evidence for any explanation of group IQ differences that was based 
on cultural diffusion, and I later summarized my conclusions in print 
(Gordon &. Rudert, 1979), pointing out that "such models must posit 
that information of a given difficulty among whites diffuses across 
the racial boundary to blacks in a solid front at all times and places, 
with no items leading or lagging behind the rest" (p. 180), and that 
"items of information must also pass over the racial boundary at all 
times and places in order of their level of difficulty among whites, 
which means that they must diffuse across race in exactly the same 
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order in which they diffuse across age boundaries, from older to 
younger, among both whites and blacks" (p. 1801. Focusing on 
Kamin's Larry P. testimony as an example, I stated: 

Note that it is precisely Kamin's "bits of knowledge" model that is 
rendered most implausible by the constraints imposed on any cultural 
diffusion process by the studies of internal validity. In order to accept 
Kamin's model, we must believe that "bits of knowledge" as divergent 
from each other as items on the nonverbal Raven's are from the vocab
ulary items on the Peabody, and as Performance items are from Verbal 
items on the WISe, diffuse across group boundaries in solid waves of 
equal difficulty, such that items of similar level of difficulty from tests of 
highly dissimilar content remain more closely linked with each other 
than with items of different difficulty but similar content from the same 
test. (Gordon & Rudert, 1979, p. 180) 

In PASE, Mr. Patrick D. Halligan, a private attorney engaged by 
one of the defendants, confronted Kamin with the longer passages 
containing each of the two quotations above that precede the block 
quotation. Halligan (1982) later informed me that he had found the 
Gordon and Rudert article through library research. Each time, 
Kamin was asked whether he agreed with my passage, and each 
time, he stated that he disagreed (Kamin, 1980, pp. 115-1161. The quo
tations may have taken Kamin off guard, for his disagreement was 
with statements that simply cast into bold relief certain empirical 
facts, the better to relate those facts to the diffusionist position. Given 
the ambiguities of oral cross-examination, however, in at least one of 
his two responses Kamin could have been disagreeing instead with 
my conclusion, also contained within the quoted text, that "such 
models" of diffusion were implausible, and this trend ofthought may 
have carried over into his second response as well. In any case, at 
the end of his second response, Kamin (1980) made the necessary 
minimal concession to empirical reality, stating, "All that is being 
shown is what tends to be relatively difficult for whites also tends to 
be relatively difficult for blacks .... From that fact I cannot reach any 
of the conclusions which the authors of that article are obviously 
trying to reach" (p. 1161. 

It is worthwhile to ponder for a moment an additional i!lterpre
tation of Kamin's testimony for what it may reveal about the diffu
sionist position. The question of plausibility of models aside, the 
item-group evidence confronts the diffusionist with a dilemma, one 
that Kamin may have recognized instantly with the very first ques
tion. The coherence among items across race that the interaction 
studies show, conceded freely by Stinchcombe, threatens the atom-
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istic impression of items that Kamin had so consistently cultivated in 
his testimonies and, by implication, the presumption of invalidity. As 
the line between predictors and criteria can be located somewhat 
arbitrarily if one wishes, coherence among predictors implies coher
ence between predictors and criteria broadly, for predictors always 
represent a sampling of items, any of which can be used to predict 
the others. Thus, if one concedes too much coherence on the one side 
of the predictor-criterion equation in two populations, a judge is apt 
to conclude, correctly, that it very likely extends to the other side as 
well, making it hard for him to see in what sense a test could be 
biased a priori. It is difficult to conceive that heterogeneous items 
would be locked into such a mold, and not the criteria they are used 
to predict, even if the question must be settled empirically for any 
specific criterion. Indeed, Kamin's "bits" terminology encourages the 
impression that such a mold does not exist, and hence that empirical 
assessment in any given case may hardly be necessary. 

If diffusionists try to counter the implication that their model is 
implausible by portraying the high rank order of difficulty correla
tions as truisms-that is, as entirely expectable, and hence trivial, 
empirical facts-they risk drawing attention to predictor-criterion 
coherence in general; but if they remain silent, they concede to the 
opposition its point concerning implausibility. This dilemma, there
fore, also may account for Kamin's disagreeing with my formulation 
that highlighted the coherence among items, only to argue for a 
paler description of the same facts himself a moment later-as well 
as for the somewhat muted deployment of the truism argument by 
diffusionists in general whenever they also allege test invalidity. The 
problem confronting diffusionists is that it is difficult to assert the full 
coherence of items and their invalidity simultaneously and still to 
retain credibility for the model of diffusion that those propositions 
imply. 

Turning now to Mercer's (1978-1979) own response to the item
group data, we find that her earlier argument that "it would be rea
sonable to expect that less exposure would more or less uniformly 
depress responses to all items" (p. 14) was applied to a vocabulary 
test rather than to all items of an omnibus test with miscellaneous 
content such as the WISC-R or the Stanford-Binet. Note that her argu
ment treats a test as though it were based simply on freshly diffused 
materials whose relative difficulties have not changed since filtering 
across the group border. If correct responses to those materials were 
necessarily more-or-Iess uniformly depressed on first arrival-as 
Mercer would have us accept-they must have remained so when 
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tested. But for how long? After all, once words and information have 
entered a minority culture, which like any other is capable of its own 
dynamics, they would be free to acquire new exposure frequencies 
and to adjust their difficulties to the needs of persons within that cul
ture. To forestall this criticism, apparently, Mercer now asserts: 

Because the patterning of item difficulty is related to the cultural system 
covered in the test and not to the cultural background of persons taking 
the test, we would anticipate that item patterning for vocabulary and 
information type tests would remain relatively stabile, regardless of the 
background of the test-taker. 

As nothing that we know about culture leads to such a static concep
tion, we can only assume that it arises in response to an obvious need 
in Mercer's argument. The fact of the matter is that Mercer did not 
anticipate this stability in her published work on cultural bias prior 
to the studies of interaction by Jensen (1974b, 1977bl. Moreover, we 
know that the very same items of the WISC-R are passed at higher 
percentages by older age cohorts of minority children than by 
younger age cohorts, and in many cases, the differences are as sub
stantial as those depicted for digits-backward items in Table 4, where 
by Grade 5 two of them were passed by the overwhelming majority 
of blacks. It can hardly be claimed that the relevant content is not 
present in the black subculture. By as early as age 8, 45% of WISC-R 
items are passed by more than 50% of blacks, and similar statements 
would apply to Mexican-Americans. 

In Chapter 9 of this book, Mercer develops her case against the 
interaction criterion further, concluding that "the correlations are so 
high that it raises the question of whether Criterion 3 contributes any 
information of value in assessing the internal integrity of a test across 
different ethnic groups." Her argument continues to be directed 
toward accounting for the order of difficulty within subtests of the 
WISC-R rather than over the entire test. 

Thus, she attributes the rank order of difficulty of items to what 
she regards as its three major, but diagnostically trivial, determi
nants: (1) characteristics of the cultural system covered by the test, 
such as the frequency with which words, information, and concepts 
are used and hence encountered (e.g., Vocabulary, Information, Sim
ilarities, and Comprehension); (2) the hierarchical aspects of the 
knowledge system being covered, such as the order of learning arith
metic operations that places multiplying and dividing after adding 
and subtracting (e.g., Arithmetic); and (3) the number and complexity 
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of elements to be processed (e.g., Block Design, Picture Arrangement, 
Object Assembly, and probably Digit Span!. In view of its prior orga
nization into relatively homogeneous subdomains of content, the 
WISC-R is an especially convenient target for Mercer's treatment, 
which does not generalize as readily to other tests, such as the Stan
ford-Binet. 

There are two main points to be made concerning Mercer's 
argument against the item-group interaction criterion, both some
what interrelated. First, her three mechanisms for explaining diffi
culty-and hence the absence of interaction-can themselves be 
arrayed according to the degree to which each depends on consid
erations extrinsic to, rather than intrinsic in, the items, and therefore 
it is reasonable to expect them to produce somewhat different 
results. Characteristics of the cultural system would fall at the extrin
sic extreme, number and complexity of elements to be processed 
would fall at the intrinsic extreme, and hierarchical aspects of the 
knowledge would appear to fall between the other two. Conse
quently, even when her scheme is taken at face value (i.e., without 
questioning its adequacy as an account of difficulty within each of 
the content domains, some of which are homogeneous only in con
trast to the total WISC-R), the scheme itself proclaims the susceptibil
ity of items in different subtests to item-group interaction between 
them if, indeed, there are purely sociological obstacles to successful 
diffusion of the content in category (1), for there is little reason to sup
pose that difficulties in the less extrinsic categories would be affected 
to the same extent. Indeed, it is difficult to see that items in category 
(3) should be biased at all, as Mercer's account of their difficulties 
makes no mention of mechanisms relevant to cross-cultural diffu
sion. Interaction involving categories (1) and (3), therefore, seems 
especially likely under such conditions if cultural bias exists at all. 
Furthermore, category (2), at least as exemplified in the WISC-R 
Arithmetic subtest, ought to be far less subject to the vagaries of dif
fusion than category (1), as diffusion of arithmetic content is well 
standardized by the elementary-school curriculum. In short, Mer
cer's scheme implicitly favors the very conclusions arrived at by 
those who have used, for example, the difference in content between 
verbal and nonverbal items-on both of which blacks perform about 
equally far below whites (Jensen, 1969a, p. 81; 1973, p. 297; 1980a; 
McGurk, 1975; Shuey, 1966)-to question the plausibility of cultural 
bias that supposedly depends on imperfect diffusion across group 
boundaries. 
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In fact, Mercer's treatment of subtests in category (1) is modeled 
almost exactly after Jensen's own discussion (1974b, pp. 192-193) of 
the Peabody Picture Vocabulary Test (PPVT), which he described as 
"perhaps the most obviously culture-loaded test among the more 
widely used measures of IQ" (Jensen, 1980a, p. 570), in view of the 
close relation between its item difficulties and their Thorndike-Lorge 
word-frequency counts (in clusters of 15 items; see Jensen, 1974b, Fig
ure 1l. Jensen also contrasted the PPVT with the nonverbal Raven's, 
using a rationale similar to Mercer's distinction between categories 
(1) and (3), and he regarded the lack of interaction of the means of 
the two types of test with race as evidence against bias (1974b, Table 
1l. 

Moreover, although the PPVT qualifies as a highly extrinsic test 
subject to Mercer's (1) mechanism, and the Raven's qualifies as a 
highly intrinsic test whose difficulties would be governed by Mer
cer's (3) mechanism, rank order of difficulty correlations across race 
of both are virtually identical (see Table 14, below!. Apparently, the 
item contents of both types of test not only diffuse equally well as 
judged by mean scores in both races, they also diffuse in equal accor
dance with item difficulties among whites, thereby suggesting that 
only a single process may be operative after all, Mercer's three mech
anisms notwithstanding. In view of the differences between types of 
subtests that her account of difficulty implies, it is puzzling that Mer
cer sees no need for explaining the parallel fact that in her own Table 
2 the rank-order correlations at each age level for subtests falling in 
category (1) (e.g., Vocabulary; mean r = .981) are indistinguishable 
from those for subtests falling in category (3) (e.g., Block Design; mean 
r = .987), just as those for the Peabody are quite similar to those for 
the Raven. These results specify that a common fate is shared by both 
extrinsic and intrinsic materials in the course of cultural diffusion, 
but Mercer's separate mechanisms do not fully account for the extent 
of this empirical convergence, and they even seem to suggest that it 
should not occur. 

From a diffusionist standpoint, one must also regard as miracu
lous the fact that rank-order correlations between blacks and Hispan
ics remain as high in her Table 2 as those between whites and each 
minority separately; one would anticipate some independence 
between the processes effecting diffusion into two separate minority 
cultures from a common source, if only because of entropy, as well 
as separate dynamics within each minority culture that would deter
mine the fate of materials once they had arrived. Yet, for Vocabulary, 
for example, the average correlation between the two minorities 
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over all ages is .980, whereas the average correlation between whites 
and either minority is .982. Even if the common source and its order
ing of difficulty were the sole determinant of ordering between the 
two minorities, and there were no other disturbances, we would 
expect their correlation to be only .960, that is, the product of the two 
correlations with whites.13 

As a matter of fact, the observed black-Hispanic correlations in 
Mercer's Table 2 exceed the value to be expected solely from the cor
relations of each with whites in 25 of the 33 instances (p < .01) cre
ated by the 11 WISC-R subtests and three age levels. The excess cor
relation observed between the minorities tends to be concentrated 
among subtests where it should be expected least, namely, those 
belonging in Mercer's extrinsic category (1), where 11 out of 12 
instances show an excess. On four ofthe total occasions in which the 
expected correlation does match the observed, it is only because all 
of the correlations happen to equal 1.0, and the four involve either 
Digits Forward or Object Assembly, rather intrinsic subtests. Judged 
from these results, the WISC-R does measure more than "accultura
tion to and familiarity with the American core culture" (Mercer, 
1979b, p. 21), as correlations between different minorities are consis
tently greater than can be accounted for on that basis alone. 

Second, and perhaps ultimately more important, Mercer ignores 
rank order of difficulty correlations across entire tests, as well as the 
greater problem that they pose for the plausibility of diffusion 
models in view of the greater heterogeneity of their content. Table 
13 summarizes Mercer's item-difficulty rank correlations within sub
tests from her Table 2 and compares them with similar correlations 
across nine WISC-R subtests (172 items) based on subsamples from 
her own sample at each age level (provided through courtesy of Jon
athan Sandoval). As Digit Span and Object Assembly difficulties were 
not available in the data provided to me, I also summarize Mercer's 
data without those subtests. Although she did not include Mazes, I do 
(at .88, its correlation was one of the lowest within subtests between 
whites and blacks; see Sandoval, 1979, Table 3), Whichever way her 
data are summarized, the correlations across subtests are on a par 
with the mean within-subtest correlation, and always higher than 
the lowest within a subtest. Thus, there appears to be as little inter
action across items of all subtests as there is within the average sub-

13Using the product of correlations in these analyses takes advantage of the fact that 
Spearman rank-order correlations are equivalent to product-moment correlations 
between ranks. 
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TABLE 13 
A Comparison of Mercer's Rank Order of Item Difficulty Correlations 

between Anglos and Each of Two Minorities within WISC-R Subtests with 
Corresponding Correlations across the Varied Content of Nine WISC-R 

Subtests· 

6-year-olds 8-year-olds 10-year-olds 

Black Black Black 

Range and mean of Mercer's 11 within-subtest rank order of difficulty correlations 

Range 
Mean 

.80-1.00 .93-1.00 .95-1.00 .88-1.00 .94-1.00 .95-1.00 
.96 .96 .98 .97 .98 .98 

Range and mean of Mercer's within-subtest rank order of difficulty correlations 
omitting Digit Span and Object Assembly 

Range 
Mean 

.94-.98 
.97 

.93-1.00 .95-.99 
.97 .98 

.88-.99 
.97 

.94-1.00 .95-1.00 
.97 .98 

Rank-order correlations across 9 WISC-R subtests (172 items), not including Digit Span 
and Object Assembly, but adding Mazes 

Subsample size 
.96 
(53) 

.97 
(56) 

.97 
(41) 

.97 
(51) 

.96 
(40) 

.96 
(41) 

"Mercer's correlations are from Table 2 of her article in the present volume, from her SOMPA 
standardization sample (Mercer, 1979b). The correlations across nine WISC-R subtests are from a 
subsample of Mercer's sample and were generously provided by Jonathan Sandoval. Anglo or 
white subsample sizes were 53, 51, and 53. 

bMexican-American. 

test, an outcome that the bias type of difl'usionist ought to find sur
prising, but for Mercer's claim that the ordering of items in all groups 
is determined a priori by her three mechanisms. 

A priori arguments such as Mercer's seem more persuasive 
when items have been conveniently arranged in homogeneous sub
tests so that their order of difficulty is reasonably apparent from 
inspection. Ranking heterogeneous items by inspection when they 
lack Mercer's touchstones could prove more difficult. Consider the 
Stanford-Binet items in Table 2, for example. How would one know 
which items belonged between the digits-backward items? Achiev
ing a rank correlation with the observed ordering as high as those in 
Table 13 (ca .. 96) on an a priori basis might be similarly difficult if one 
were faced with 10 or 12 items drawn from each of the WISC-R sub
tests, even if they were representative in difficulty. Guessing the 
order of difficulty of Stanford-Binet items suitable for 4-year-olds so 
as to equal the empirical rank correlation of .99 between blacks and 
whites could also prove challenging (see Jensen, 1980a, Table 11.17l. 
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Studies show that rational judgment is, in fact, a poor method for 
detecting differences between items in their differences in difficulty 
for minority and majority groups (Jensen, 1977b; Sandoval & Miille, 
1980l. In short, claims for the compelling nature of a priori determi
nants of difficulty rank need to be tested empirically, just as claims 
have been tested concerning certain supposed examples of 
extremely biased items (e.g., the "hit" iteml. Without such tests, we 
cannot be sure that we are not simply being presented with another 
form of ad hoc argument, one that states, in effect, that no matter 
what the empirical results show, that outcome was predicted by 
Mercer's theory all along. 

Table 14 brings together all of the remaining rank order of diffi
culty correlations for whole tests that I have been able to locate. 
There is no indication of appreciably more interaction in those tests 
containing highly varied material (the Stanford-Binet, the WISe, and 

TABLE 14 
Rank Order of Item Difficulty Correlations across Varied Content of Entire 
or Almost Entire Tests, from Various Studies, Uncorrected for Attenuation 

Study and test 

Preschool 
Stanford-Binet for 4-year-olds· 
(16 items) 

Elementary School 
Peabody Picture Vocabulary Testb 
(150 items) 
Colored Raven Matrices (35 items)b 

Study A 
Study B 

Nine WISC subtests (161 items)" 
Males 
Females 

Adult 
Wonderlic Personnel Test (50 items)d 

Sample 1 
Sample 2 

Minority sample correlated with 
corresponding whites 

Blacks 

.99 

.98 

.98 

.96 

.96 

.95 

.93 

.96 

Mexican-Americans 

.97 

.99 

.98 

aFrom Jensen, 1980a, Table 11.17. Based on item percentages reported by Nichols, 1970, Tables 14 
and 15. 

bFrom Jensen, 1980a, Table 11.19. 
cFrom Miele, 1979, p. 155. 
dFrom Jensen, 1977b, Table 1. 
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the Wonderlic, a spiral omnibus test), which have a mean black
white correlation of .958, than in those that are more homogeneous 
(the Peabody and the Raven), where the mean correlation equals 
.973, even if one does not make any allowance for potential effects of 
special abilities (i.e., profile effectsl. The mean WISC-R correlation 
from the bottom of Table 13 is .965, which fits the pattern and also 
indicates that those results are typical for entire tests in general. The 
highest black-white correlation, of .99, in Table 14, which is based 
on over 2,500 children from each race, comes from the multicity Col
laborative Study data reported by Nichols (1970) and involves items 
that Jensen (1980a) described as "probably more heterogeneous in 
form and content than the items in any other age range of the S-B or 
any set of the same number of consecutive items in any other stan
dard test" (p. 564l. Jensen determined that the correlations within 
each race were as high as the one between races in Nichols's data 
(99), and that those within race in the Wonderlic study (all .98) were 
only slightly higher than those in Table 14 between race (Jensen, 
1977b, p. 55l. Thus, some part of the minuscule apparent interaction 
is probably due to sampling error rather than to race with items, and 
an appreciable part of that remaining, as we have seen, can be attrib
uted to ability level with items. Jensen (1980a, p. 564) also deemed it 
noteworthy that the .99 correlation from Nichols's 4-year-olds was 
observed before any cultural differences between races were diluted 
by schooling, an observation consistent with the absence of trend 
across ages in Table 13.14 

There is also an absence of historical trend that is surprising 
unless one holds to a remarkable view of the diffusion process in 
order to maintain one's commitment to a cultural explanation of 
group differences. Harking back to Table 2, above, we now see that 
the rank correlations of .93 and .97 between low blacks and the two 
white samples in 1918 are as high as those from contemporary sam
ples in Tables 13 and 14. The 1918 delta correlations in Table 2 (of .95 
and .98) also compare favorably with modern results. Among two 
samples each of blacks and whites taking the verbal part of the Pre
liminary Scholastic Aptitude Test, for example, delta correlations 
range from .93 to .95 (Angoff & Ford, 1973, Table 2l. 

140Uring his cross-examination in PASE, Kamin (1980) termed the finding of little race
by-item interaction in a study of college students irrelevant, and as "a very different 
kettle of fish than whether there is [such interaction] in the kinds of questions that 
are asked of a six and seven year old child" (p. 109). One wonders, therefore, what 
he would say about Table 13. 
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Rank correlations with item mental ages of the 1916 Stanford
Binet sample, using items up to the Year XII level, were also nearly 
equivalent in all three 1918 adult samples (see Table 2), although it is 
reasonable to suppose that by adulthood the easier items, at least, 
might no longer reflect the order of difficulty that they had had 
among very young white children originally. Items at Mental Ages 
VI and VII, for example, being almost equally distant from adult men
tal ages, ought to be about equally easy for adults. Hence, their order
ing should become more arbitrary (Le., show "local independence"), 
especially if adults on their own are able to master at least some of 
them after passing rates had been artificially depressed in the course 
of their diffusing to blacks. Yet, for the low blacks, the Year VI and 
VII items have exactly the same rank correlation between Stanford
Binet mental ages and passing rates as the Year X and XII items, 
namely, .65 (excluding XII, 5 because of its zero percentage). The lev
els of these correlations, of course, are lowered by the many tied 
ranks for mental age as well as by the limited range of difficulty 
when items from only two adjacent mental ages are used. What 
counts is their failure to be drastically different from each other; such 
a difference would have indicated a triple interaction between the 
two item-race interactions and the classification of items as to 
whether they were extremely easy or hard, that is, a special case of 
item-group interaction that would seem especially likely to appear 
if cultural effects were present. 

Moreover, the easier set of eight items was passed by 67.8% of 
low blacks, on the average, but the harder set of eight by only 5.6%, 
on average. One set of correct answers, therefore, was about 12.1 
times as available in the black subculture as the other, yet both 
reflected Stanford-Binet mental ages to the same degree in their pass
ing rates. Apparently, even a large difference in availability as well 
as in difficulty has little impact on the order of passing rates. 

Results such as these suggest that either internal cultural dynam
ics-and hence, cultural differences in general-have hardly any 
effect on item difficulty or the black culture is passive and static with 
respect to material once it has been received from the surrounding 
white culture. The second alternative is contrary to the literature on 
diffusion of ideas, which teaches that once an idea gains adherents 
in a system, local sources are widely available to persons who hear 
about the idea relatively late (Rogers, 1962, p. 104). The similar behav
ior of both sets of eight items-and in all three samples, as the other 
two reveal comparable rank correlations-would not be remarkable 
if item difficulty were determined simply by the ability level of the 
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sample in question, however. In order to have an alternative to that 
conclusion, we must view culture as extremely regular in its manner 
of diffusion across social boundaries, and as extremely undynamic 
within subcultures once diffusion has begun. 

If one attributes the lower average test performance of blacks 
generally to cultural differences, as both Mercer and Kamin do, the 
failure of culture to disturb the order of item difficulties in one way 
or another among the low blacks in Table 2 is especially difficult to 
comprehend, as their cultural distance from whites must have been 
far greater in 1918 than anything we can now imagine applying in 
the case of contemporary blacks. Not only was the estate of all blacks 
low in 1918, but relative to the rest, those in Table 2 must have stood 
close to the bottom. Their average mental age fell 3.1 years below 
that of the average black draftee, who, in turn, fell 2.71 years below 
the average white draftee (where the mental age SD for white draf
tees was 2.9 years), and so they most likely were drawn dispropor
tionately from the lower social strata even of 1918 blacks. All black 
draftees averaged only 4.6 years of schooling, and those from the 
Deep South only 2.6 years (Yerkes, 1921, Part III, Tables 165, 303, and 
304l. 

The fact that the World War I data do not show more item
group interaction than recent studies is consistent with evidence that 
I have reviewed showing little or no decrease in the mean difference 
on mental ability tests between races in the interim, despite major 
changes in the relative educational and socioeconomic standing of 
blacks. By 1970, for example, the median school years completed by 
young nonwhite adult males was in excess of 12. Considered 
together, such facts point to the conclusion that cultural differences 
between the two races have had no artificially depressing or disturb
ing effect on black IQ performance since as long ago as 1918. 

Now,let us consider the meaning of these various results. Item
group interaction serves as an index of the extent to which items 
behave independently of one another, when their relation to each 
other within one population is used as the standard. If answering 
items correctly is influenced by the dynamics of cultural diffusion 
between populations, rather than by mental ability alone, correct 
answering should also prove to be subject to other aspects of cultural 
dynamics both within and between groups. To argue for the former 
without being able to produce evidence for the latter demands accep
tance of a remarkably simple model of cultural process. Yet, wher
ever we have looked for likely signs of independence that would 
betray the responsiveness of items to such cultural processes, we 
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have come away empty-handed. We have found no interaction with 
major content categories (even though Mercer's own mechanisms 
suggest its likelihood), no interaction with difficulty level (apart from 
floor and ceiling effects), no differential responsiveness to cultural 
processes according to the availability of material within the minor
ity subculture, no trend with schooling, no trend historically, and no 
special amount of interaction involving a black sample that must 
have been far more isolated from white culture than any sample of 
modern American blacks. Finally, we have also seen in Mercer's 
own data that the order of difficulty asserts itself in minority groups 
that differ importantly from each other in mean scores and cultural 
background (Mercer, 1979b), so that they resemble each other in that 
respect more than would be expected simply on the basis of their 
rank correlations with whites. Jensen's data (1980a, Table 11.19) in 
Table 14 replicate that outcome for tests as different in cultural load
ing as the PPVT and Raven's, yet show no special distinction between 
the two tests: As can be seen from Table 14, the three black-Hispanic 
correlations to be expected on the basis of products are .95, .97, and 
.94, but Jensen observed higher black-Hispanic correlations of .98, 
.99, and .99 for the PPVT and two Raven's studies, respectively (not 
shown in the tablel. Despite the opportunity for items to respond 
independently to different subcultures, and thus to diverge in rank 
order, they behave as though they actually converge after diffusion. 

Based on this examination of Mercer and Kamin's positions as 
constrained by the lack of interaction in the data, the following set of 
propositions ought to be known as the Mercer-Kamin law: (a) Mate
rials of the same difficulty in the culture of origin diffuse to other 
subcultures at about the same rate, regardless of differences in their 
content; (b) the rate of diffusion includes an important component of 
delay due only to imperfect exposure when the receiving culture 
scores lower on tests; and (c) the order of diffusion conforms closely 
to the order of difficulty in the original culture. The proviso that 
materials, regardless of their nature, are never differentially affected 
by dynamics within the receiving culture might well be appended. 
The set of propositions should be known as a law because it embod
ies the major characteristics of scientific laws, namely, the expres
sion of underlying regularities with completeness, precision, and 
simplicity (Achinstein, 1971, p. 13l. If it is true, the law should be 
stated boldly and claimed by Mercer and Kamin, as its components 
represent statements of considerable consequence and as I know of 
no competing claims for priority in the literatures dealing with dif
fusion and culture. If, on the other hand, the law is not even plausi-
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ble, then a certain mutedness in asserting it and reticence in claiming 
it would be understandable. 

By treating the rank order of item difficulty within homoge
neous subtests only, Mercer is able to sidestep temporarily the issues 
raised by proposition (a), especially, of the Mercer-Kamin law, 
which contains some of its most momentous implications. At worst, 
she need imply only a weaker form of proposition (a) to account for 
the rank correlations within the extrinsic subtests, such as Vocabu
lary, as their material is less heterogeneous by far than that of the 
entire test, although still not perfectly homogeneous by any means, 
except in respect to gross type of item. The extension of her account 
of difficulty rank to the entire WISC-R, with its more heterogeneous 
items, depends on the way the WISC-R happens to be organized. 
That organization enables Mercer, if her a priori mechanisms are 
granted, to account for the high rank correlation of the entire test, 
despite its heterogeneous content, somewhat derivatively and hence 
without having to state proposition (a) explicitly, which would invite 
attention to its plausibility. This comes about from the fact that most 
of the variance in the typical item-group analysis lies between items 
(i.e., the main effect for items is huge; see Jensen's 1980a, Table 11.11, 
analysis of variancel. Because Mercer essentially stipulates via her 
three mechanisms that ordering within subtests is not eligible to con
tribute to interaction-and that its failure to do so is meaningless, 
therefore-that leaves only the unmentioned ordering between 
entire subtests as a remaining source. For it to depress the rank cor
relation between item difficulties in two groups, that source would 
have to be extremely productive, as the rank correlation reflects the 
ordering of the full set of items, both within subtests and between 
subtests, and in the case of the WISC-R, at least, most of the degrees 
of freedom lie within subtests. 

In short, the rank correlation is the wrong statistic for examining 
the group-by-subtest interaction that Mercer has failed to account for 
with her three mechanisms; a better choice would be an analysis of 
variance that would isolate that component explicitly, and that then 
would enable us to compare its size with the corresponding com
ponent from an analysis based on two white groups, in the manner 
employed, for example, by Jensen (t974b, 1977b). 

As an illustration, consider a nontrivial interaction created by 
setting the passing rates of blacks exactly equal to those of whites on 
all items within five of the nine WISC-R subtests involved in the rank 
correlations at the bottom of Table 13 (i.e., in all but the four most 
extrinsic testsl. In effect, those five subtests would simulate the "Holy 
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Grail" of a valid test that also produces no race difference that has 
long been sought without success. My calculations show that such 
an adjustment would not even register on the rounded rank corre
lation of .96 between white and black 10-year-olds in Table 13, cal
culated over all 172 items. The interaction effect would be easily 
detectable by an appropriate analysis concerned with subtest means, 
however. 

We see, therefore, that Mercer's argument, which is totally iso
morphic with a weaker form of the Mercer-Kamin law within sub
tests of the extrinsic variety, is also capable of accounting for quite 
high rank correlations from entire tests in the absence of extraordi
nary amounts of group-by-subtest interaction, and consequently, she 
has found it possible to realize most of the benefits of the Mercer
Kamin law at its full strength without having to state it explicitly and 
thus expose it to scrutiny. However, the inability of investigators to 
demonstrate important race-by-subtest interactions via more sensi
tive statistics in the case of blacks and, above all, Jensen's (1980a, 
Chap. 11) ability to account for substantial amounts of what interac
tion there is by using the "weak form" of the Spearman hypothesis 
(Jensen & Reynolds, 1982)-that is, the hypothesis that white-black 
differences on WISC-R subtests are predominantly a positive function 
of the subtests' g loadings-continue to disconfirm the cultural bias 
argument with data from whole subtests, unless one invokes the 
Mercer-Kamin law explicitly, with all of its liabilities. Because once 
again there is little or no interaction to be explained, the cultural bias 
argument can be preserved only by an explanation of why there 
should be little or none despite the presence of cultural effects potent 
enough to produce large mean differences between groups-in the 
case of blacks and whites, a difference of1.1 white SDs. The Mercer
Kamin law meets these specifications exactly, and it is clear now that 
Mercer needs that law to complete her account of item difficulty if 
heterogeneity in content is acknowledged even though it may not 
have seemed so necessary when attention was confined to the rank 
order of difficulty correlation only and to the WISC-R. 

AN ASIDE CONCERNING STABLE AND VALID PROFILES 

Before going on to the next section, I want to acknowledge, as 
briefly as possible, that my discussion of group-by-subtest interaction 
in the case of blacks fails to address the question of what to make of 
the persistent interactions, often recognized outside the test fairness 
literature as profile differences, that appear in certain other ethnic 
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comparisons involving whole types of tests. Here, the substantial dif
ference in WISC-R Verbal and Performance IQs exhibited by Mexi
can-Americans can serve as a specimen (e.g., the 10.2 IQ-point differ
ence between the two in Mercer, 1979b, Table 43), Such interactions 
pose a problem for Mercer, too, as they represent clear and some
times substantial violations of the Mercer-Kamin law, showing that 
it need not hold. Although interactions between whole tests might 
tempt test critics to seize on them as evidence of cultural bias, these 
critics would then have to forfeit their use of the Mercer-Kamin law 
in the case of blacks or risk being accused of employing a double 
standard. 

Adhering to a single standard himself, Jensen (1974b, p. 240; 
1980a, p. 605) has construed the Mexican-American profile on the 
verbal PPVT and the nonverbal Raven as a sign of bias in the former, 
due perhaps to bilingualism. Elsewhere (Gordon, 1975/1980, 1980), I 
have called attention to an important ambiguity concerning causal 
direction in such an interpretation, based on the following facts: 
Robust profile differences between sexes and groups are the rule 
rather than the exception; they do not always involve a depressed 
score on a verbal test, even when that test is in a group's second lan
guage; the bias interpretation depends on unanalyzed assumptions 
concerning how tests standardized to be equal in one gene pool 
should behave in another gene pool; and finally, we have some evi
dence of independence between the genetic substrates for different 
kinds oftest, as witnessed by the large mean difference in Verbal and 
Performance IQs of women with Turner's syndrome, amounting to 
16-19 points. This was the discussion, incidentally, that has 
prompted Mercer once again, in her present chapter, to refer ellip
tically to my mentioning "verbal ability genes" and "nonverbal-abil
ity genes," as she has on other occasions (Mercer, 1977, pp. 2173-
2175; 1979a, p. 971. The proper interpretation of well-established pro
file differences between groups with respect to test bias will have to 
depend mainly on external validity and on item-group interaction 
within tests; here, methods for assessing the validity of male and 
female profiles on SAT-V and -M might serve as a model (e.g., Ben
bow & Stanley, 1982), 

THE MODERATELY LoNG DIGITs-BACKWARD ITEMS AS A PROBE FOR ASSESSING 

THE MERCER-KAMIN LAW AND THE DIFFUSIONIST POSITION IN GENERAL 

We have seen that acceptance of Mercer's mechanisms would 
deprive us explicitly of item-group interaction within subtests as an 
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assay for bias, and that, unless an extraordinary amount of group-by
subtest interaction were present, her mechanisms would place Mer
cer implicitly in agreement with the entire Mercer-Kamin law, 
because then they would also account for the high rank order of dif
ficulty correlation over all items that only that law satisfactorily pre
dicts, but that Mercer tacitly lets readers assume that her mecha
nisms have explained. Obviously, some explicit recognition of the 
law in addition to her mechanisms would be required to account for 
the absence of important race-by-subtest interaction. In view of Mer
cer's failure to exclude race-by-subtest interaction, rank correlations 
over whole tests as high as those in Tables 13 and 14-especially 
those based on heterogeneous tests without homogeneous subtests
are sufficient evidence in themselves that the entire law is being tac
itly applied whenever mean differences between groups on those 
tests are attributed to cultural bias, because her mechanisms them
selves depend on the law in a less sweeping form, and because only 
the law truly accounts for all of the lack of interaction. As it applies 
to all items regardless of their type of content, the law leaves no 
unexplained residue of coincidence surrounding the similar fates of 
different kinds of item. 

My questioning of the law thus far has relied on its implausibility 
once it and its role in the cultural bias argument have been made 
explicit. This questioning was accompanied by an invitation to Mer
cer and Kamin to acknowledge the law frankly and so to take due 
credit for such an important generalization concerning cultural dif
fusion, if indeed it is true. Such a generalization would be at least as 
important as Grimm's law concerning linguistic diffusion, and it 
would fill an important vacuum in the theory of diffusion. If Mercer 
and Kamin rely on the law and believe in it, they should not hesitate 
to state it. 

The prima facie plausibility of the law depends on what we 
know about cultural diffusion in general (which I review in the final 
section) and on how that knowledge might apply to test content. For 
example, should not an especially extrinsic item, such as one of 
vocabulary that is easy for whites, sometimes turn out to be unchar
acteristically hard for minority group members, if their item diffi
culties do indeed reflect a substantial cultural influence as Mercer 
contends? Should there not be lacunae, in other words? The reverse 
situation is also a possible source for interaction, although perhaps a 
less fertile one. Cultural dynamics could make that situation fertile in 
specific instances, however. During the late 1950s, for example, a 
large black gang in Chicago took the incongruous name Conservative 
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Vice Lords, and within a few years, those words appeared often on 
walls in black neighborhoods (see the wall photograph in Keiser, 
1969, p. 39, where the word is also misspelled "Consertive"l. Conser
vative always struck me and others as an unusually difficult and 
uncommon word to be so prominent in the active speech of persons 
drawn from a larger black gang population whose average IQ tested 
at 79.9, but there it was, and they had a pretty good idea of what it 
meant in terms of personal style, manners, and dress (not that they 
emulated that idea in their behavior). According to Dawley's history 
of the Vice Lords (1973, p. 31), the term conservative had been added 
at the insistence of just one of the founding members; its rapid spread 
throughout black neighborhoods illustrates just how dynamic and 
idiosyncratic culture can be. Furthermore, not everything cognitive 
need originate from the white culture, even if it does find its way 
onto an intelligence test. 

Its general plausibility or implausibility notwithstanding, Mer
cer's argument is a troublesome one from the standpoint of finding 
a truly crucial empirical test based on psychometric data as distinct 
from data concerned mainly with cultural issues. Let us now turn to 
the digits-backward data, therefore, recognizing that the facts in 
hand concern the black minority only. There are four aspects, not 
necessarily independent, ofthe digits data relevant for testing the cul
tural bias position. However, because each is not readily apparent 
from knowing the others, they must be developed individually. 

The first places an additional constraint on the Mercer-Kamin 
law that renders it even less plausible. As implied and employed by 
Mercer and Kamin, the law (and Mercer's three mechanisms) need 
apply only to the ordering of items, which leaves a certain latitude 
for precise difficulties as a concession to the vicissitudes of cultural 
transmission. Table 12, however, reveals that the difficulties of the 
three digits items, after standardization for mean and variance, dis
play not merely the same ranks in all six samples, but virtually the 
same passing rates exactly, to within less than one percentage point 
on average. Recall that the mean absolute difference was .87% for six 
samples, and .40% for the five large samples. Goodness of fit is a prop
erty of all three items together, as my discussion of the hydraulic 
model made clear, and so it is properly assessed by averaging over 
the three items. As the outcome depends slightly on the choice of 
target sample when standardizing, and the one chosen in Table 12 
fell in the midrange of all six in the degree to which it favored small 
differences, it is useful to know the corresponding statistics from the 
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"worst case": They are .91% and .43%, respectively, and thus minute 
under any standardization. 

There is reason to believe, moreover, that even these minute 
residual differences are due, not to culture, but simply to unreliabil
ity, as the estimates of reliability in Table 10 are at such a level as to 
cause the residuals to vanish altogether if corrections for attenuation 
were to be applied to the z-score correlations in Table 8 (either before 
or after standardization!. The chi-square results in Table 6 for the dig
its items and in Table 7 even for the new items, finally, give no sign 
that the size of residuals has any special relation to comparisons 
between race, which is where they would be expected most if the 
cultural hypotheses of Mercer and Kamin were correct. For the large 
samples, the actual magnitudes of the residuals, in Table 12, are 
smaller between race than within race. 

The digits data require the Mercer-Kamin law to specify not 
only that items have about the same order of difficulty in various 
groups but, in their case, virtually the same passing rates exactly 
after standardization (a procedure familiar to sociologists in a variety 
of methodological settings!. This requirement reduces the permissi
ble role of culture merely to influencing somehow the mean differ
ence between groups in z scores, and perhaps their variances. When 
one considers the range of differences among the six samples in 
respects that social scientists usually associate with "culture" in the 
descriptive sense, not to mention the historical intervals, the newly 
constrained Mercer-Kamin law becomes so overburdened with 
implausibility that it collapses of its own weight, leaving no role at 
all for culture as an explanation of differences among these six sam
ples in digits-backward performance. 

The second aspect, closely related to the first, adds to the severe 
constraints imposed by the first those imposed by the success of the 
z transformation in all six samples. Recall that the first principal 
component of the correlation matrix based on simple percentages 
passing, displayed in Panel C of Table 8, accounted for 97.40% of the 
variance, whereas the component extracted from its counterpart 
matrix based on the z transformation in Panel A accounted for 
99.87%. (Judging from the reliabilities discussed earlier, the last figure 
could be raised to 100% by correcting the matrix in Panel A for atten
uation.! The importance of adding such a small quantity to the vari
ance, as the z transformation does with no increase in number of 
variables, depends on where in the range that increment falls. Here, 
it represents 95% of the residual variance, no small feat in any anal
ysis. Such a high value makes it unlikely that any other transforma-
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tion would do a better job. In addition, it represents an improvement 
on a situation where the advantages of perfect rank correlation and 
the chance benefits possible from having to fit only three data points 
in each pair of samples have already been realized; that is, it follows 
a tough act. In view of where it is coming from and going to, there
fore, the 2.47% difference is a telling increment. 

Substantively, the first principal component isolates the linear 
function that contributes the most variance to all of the samples, and 
in the case involving the z transformation, that component reflects a 
relation with the normal curve. The added variance, therefore, is a 
telltale indication that wherever they fall in the percentage range, 
the observed passing rates of the various samples in Table 6 behave 
with respect to each other as though they were ascending, descend
ing, or straddling the humps of normal distributions, even though 
those distributions are entirely latent and not otherwise visible inso
far as the digits data alone are concerned. This latency, in fact, insu
lates those distributions from the charge that their normality is some
how an artifact of test construction, for the three items alone could 
in no way reveal normality in each sample taken individually (unless 
we knew in advance that the outside criterion represented by the 
unit model was validl. 

The additional consistency conferred on the digits data through 
allowing the latent normal distributions to express themselves via 
the z transformation, coupled with the differences between groups 
in observed passing rates, indicates that there are mean differences 
among the groups not merely in respect to passing digits items, but 
also in respect to the normally distributed latent trait that makes 
passing possible. Because what is normally distributed has been 
revealed by the digits items in conjunction with the z transformation, 
rather than being created by the items or their sum alone, and is oth
erwise without item content at this point, it cannot be subject to cul
tural bias unless in certain cases the observed passing rates of the 
digits items have been depressed, as discussed below. To the extent 
that the digits items themselves are free of cultural bias, therefore, 
the latent trait is also free. This line of reasoning establishes a context 
broader than that of digits items alone, potentially, for what is to be 
considered free from bias. 

Demanding conditions would have had to be satisfied in order 
for the passing rates of individual digits items to have been artificially 
depressed in the case of blacks. The decrements would have had to 
be just those required not only to maintain or bring about the near
perfect correlations with z scores of white samples, in Table 8, but 
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also to maintain or to bring about the relation to an underlying nor
mal distribution. Cultural bias resulting from impediments to diffu
sion of knowledge cannot operate directly on the z score (which is a 
continuous variable like IQ); bias must be mediated through effects 
on individual items from changes in numbers or percentages of per
sons passing (a relatively discrete variable), as persons are the natural 
units of diffusion. To account for the digits data, any cultural inter
ference with passing rates of individual items would not only have 
had to preserve the extraordinary fit between samples demonstrated 
by the absolute differences following standardization in Table 12, as 
discussed in connection with the first aspect above, it would also 
have had to respect the relations of the items to a latent normal dis
tribution, or else the z transformation would not have improved the 
fit over percentages passing so successfully, quite aside from the 
actual goodness of that fit as reflected in Tables 8 and 12. It is quite a 
challenge to imagine how adjustments for the entire ensemble of 
three items could possibly have been coordinated so well for any 
particular black sample, as the hypothetical decrements in passing 
rates necessary to conserve normality would depend on where each 
rate fell in the percentage range and would thus have had to be indi
vidually tailored to each of the three digits items for any sample. 

Take, for example, whites at age 10 from Table 5 and blacks in 
Grade 4 (approximately age 10) from Table 4, as illustrative of rep
resentative samples. To attribute the race difference in passing rates 
to cultural bias, we must assume decrements of 15.3%, 37.3%, and 
31.7%, for each ofthe digits items, respectively. These varying effects 
not only preserve the fit between samples after standardization, as 
witnessed by the z correlation of .9999 between the two samples, but 
also conserve normality, as witnessed by the difference between the 
z correlation and the percentage-passing correlation of .9651. 

As a matter of fact, the digits matrices in Table 8 show that cross
race and black-black correlations are improved by the z transfor
mation even slightly more often than correlations within the white 
race. Comparing, Panel A with Panel C shows eight of nine instances 
in which the former types improve, and five of six in which white
white correlations improve. As the correlations involving blacks are 
the cases in which the question of cultural bias arises, these results 
indicate that if the observed passing rates of blacks were indeed 
depressed by bias, some mysterious force must have seen to it that 
the decrement for each item constituted or reconstituted the indica
tions of underlying normality that are also present in the passing 
rates of whites. Quite clearly, valid differences between groups on 
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the latent trait would be a far more economical and plausible expla
nation of the precise contours shown by the digits data. 

The third relevant aspect is that there is no indication in the dig
its data that the process of transmission across race is any noisier, 
even when samples are separated in time by decades, than the pro
cess of transmission within race across age levels at the same point 
in history. The means of the four adjacent grade and three adjacent 
age correlations, based on data in Tables 4 and 5, are .9991 for blacks 
and .9983 for whites, respectively. In comparison, the mean of the 
six cross-race correlations involving large samples from Table 8 
(,9997) is actually higher, indicating less rather than more noise. The 
differences among these z correlations probably reflect only the dif
ferences in sample size and the rounding errors ofthe 1937 Stanford
Binet percentages. In any case, the correlations are similar enough to 
guarantee similar responsiveness to the linear transformations 
involved in standardizing for mean and variance, and hence little or 
no difference in goodness of fit measured by absolute differences 
between races and between age cohorts within race. 

Such observations carry yet one step further the account given 
in Gordon and Rudert (1979), according to which items of informa
tion "must diffuse across race in exactly the same order in which 
they diffuse across age boundaries ... among both whites and 
blacks" (p. 180), for they enable us to see that the digits-backward 
items traverse both kinds of boundary not only in the same order, 
but also at virtually the same relative delta difficulties after standard
ization. Not only is there no plausible role for culture in accounting 
for differences between races in passing digits-backward items, as 
we have seen, but in addition, whatever does account for those dif
ferences is not detectably different from what accounts for differ
ences in passing the items between adjacent ages. The kinds of dif
ferences in mental ability associated with maturation would seem to 
apply to both situations equally well. 

The fourth and final aspect of the digits data relevant to assessing 
the Mercer-Kamin law concerns the extent to which interpretations 
based on those items apply to items in general. In an earlier section 
of this article, I reviewed evidence showing that digit span correlates 
highly with IQ, and that backward span does so more than forward 
span in both races; in another, I argued on the basis of my own evi
dence that digits items differ from other IQ items mainly in their lack 
of secondary facets, which enables the former to manifest interval 
scale properties obscured in the other items by the small amount of 
additional noise that such facets cause. Finally, although the data in 
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Table 12 show that mean absolute differences in fit between samples 
are poorer for nondigits items, and hence large enough, perhaps, to 
represent the noise expected from cultural interference, that noise is 
only slightly greater between samples of different race than between 
samples of the same race, besides which much of the slight excess 
noise could be accounted for in terms of an interaction of items with 
differences in mental age rather than with differences in culture or 
race. These considerations all point to the conclusion that other items 
are not much more subject to systematic cultural influences in the 
case of blacks than digits-backward items, and that they differ from 
digits items mainly, or perhaps merely, in their suitability for prov
ing their lack of bias. 

Now, however, in order to judge this issue further, I would like 
to refer back to my earlier discussion of the rank orders in Table 2, 
where I noted that, on average, 87.5% ofthe available rank-order slots 
between digits items were filled by common items when white and 
black samples were paired, which compared with 91.7% when the 
two white samples or the two low-scoring groups of different races 
were paired. Despite the minute difference between adjacent digits 
items in their actual task content, the very same nondigits items 
nearly always reappear in the same one-digit interval for both races. 

We have seen that the three moderately long digits-backward 
items mark off two intervals of difficulty that are nearly exactly 
equal, and in fact, a strong case can be made that the items constitute 
a segment of interval scale in addition. The two nearly equal inter
vals, each within 6% of the length of the other when averaged over 
the full sample, represent two compartments of sharply defined rel
ative difficulty embedded within a set of three items that qualifies as 
a homogeneous subtest of the highly intrinsic sort, according to Mer
cer's mechanisms. 

Metaphorically, the two intervals are like two railroad cars cou
pled together that travel up and down the track of difficulty. Their 
precise location at any time depends on the sample under consider
ation, for they are not situated at the same points in the range of per
centages passing for all samples. Let us imagine that the two intervals 
are gondola cars, which have low sides and are open at the top, and 
that the remaining 22 Stanford-Binet items used in World War I are 
the freight, carried either in one or the other of these two cars or in 
other cars elsewhere in the train. My examination of the rank-order 
slots shows that no matter where on the track the train travels (or in 
what sample), the freight is loaded in essentially the same way: prac
tically the same items in each gondola car always and, located ahead 
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or behind elsewhere on the train, practically the same items, too. 
This occurs despite the heterogeneous nature of the freight (which 
may bounce around somewhat), the higher extrinsic character of 
many of the nondigits items (see Table 2), and the extreme distance 
of the low blacks in 1918 from white culture according to conven
tional indices and historical accounts (Bond, 1934/1966l. 

Although the data in Table 2 exhibiting these relations apply 
only to the three 1918 samples, the rank-order and delta correlations 
for those samples enable one to generalize from 1918 with great con
fidence that the metaphor would hold in contemporary samples for 
items in use today, and with some confidence that it would hold even 
if the same items were to be employed again. For the correlations in 
1918 are in every way comparable to those of today (Tables 13 and 
14), and we have already seen that the interval scale properties of 
the digits items 'hold over time (Tables 6, 8, and 12l. Thus, the chal
lenges posed by the metaphor are not restricted to 1918. 

Although differences between adjacent digits items may loom 
large on the scale of human affairs-witness the differences in their 
passing rates-their differences in content are so minimal that it 
would be difficult for a layperson to predict where many of the non
digits items would stand in relation to them. Yet, the two categories 
of item-one highly intrinsic, whose difficulties are governed 
according to Mercer by the number of elements, and the other often 
extrinsic, whose difficulties are governed by frequency of encounters 
according to Mercer-consistently display the same interrelations in 
the three 1918 samples. How can we account for this and still assign 
a major role to cultural interference and bias? 

Certainly, it is not plausible that culture diffuses across group 
borders already packed in almost identical gondola car lots-and 
such miscellaneous lots at that! To remain consistent with both the 
bias argument and the data, diffusion of the car lots would also have 
to be impeded as units, or else their contents would not remain 
intact. 

How, then, do the various items assume their rightful places on 
the train if not through the same process that governs the digits 
items? If, as we have seen, it is necessary for the proponents of bias 
to paint themselves into a corner of vanishingly small probability in 
order to account for the extraordinary fit and relation to normality 
of the digits items, where will they find room for the additional 
brushstrokes needed to account for the consistent intercalation of the 
two kinds of item? Certainly, there is no consolation for them in the 
fact that we cannot compartmentalize the full range of items with 



DIGITS BACKWARD AND THE MERCER-KAMIN LAW 487 

only three digits items as precisely as we can those in the two one
digit intervals, for the items that are so compartmentalized are var
ious enough to represent items in general, besides which we realize 
that the train actually transports an infinite number and variety of 
items in addition to those on view in Table 2. New items, moreover, 
come constantly into being, yet find regular places on the train (e.g., 
"Name the last five presidents"). Specimens of virtually any type of 
good intelligence-test item can be found that, once loaded into the 
two well-defined compartments, would travel with the rest from 
then on in cross-racial comparisons. 

Theoreticians of bias will recognize that, once others conclude 
that the issue of bias is simply too far-fetched in the case of the digits 
items, they are apt to progress easily to the recognition that the digits 
items serve as valid cross-cultural markers for the remaining items. 
Consequently, even if those other scientists do not move directly 
from the digits data to conclusions concerning the underlying distri
bution of ability along the lines reviewed in the paragraph that 
opens my discussion of the fourth aspect, they can still move to 
equally damaging conclusions concerning the lack of bias in the 
noisier types of items simply by taking the implications of the mark
ers seriously. For they will see that the passing rates of nondigits 
items maintain a close relationship with the passing rates ofthe valid 
markers or anchor points, even to the extent of retaining the details 
of compartmentalization across groups. As the passing percentages 
of the markers rise or fall, so do those of the nondigits items con
tained within the compartments of difficulty that the markers define. 
This fact suffices to inform us about other items of the same type as 
those in the well-defined compartments. 

There is no way that proponents of the bias position can treat 
the digits items separately from the nondigits items that they bracket 
so consistently. Exempting the digits items alone from the charge of 
bias would amount to conceding that they also measure valid group 
differences. Such a tack would succeed only if the digits items exhib
ited no differences between races, thereby contributing to a pro
nounced group-by-subtest interaction-but that is contrary to fact 
(see Tables 4, 5, and 6). Plainly, the theory of cultural bias cannot 
exempt the digits items and remain in business, and so it must 
attempt to subsume them by a yet more stringent and hence more 
improbable version ofthe Mercer-Kamin law. 

In summary, the first and second aspects of the digits data dem
onstrate that test critics such as Mercer and Kamin must embrace a 
totally improbable approach to explaining why the relative difficul-
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ties of those items fit so perfectly across our six quite heterogeneous 
samples and conserve normality of the underlying ability as well. To 
remain consistent with the data and also to assign a major inhibitory 
role to cultural differences, the critics require a model of diffusion 
involving a concatenation of coincidences that defies belief, a model 
that I have called the Mercer-Kamin law. 

Aspects two and three point to characteristics of the data quite 
apart from group differences in passing rates that are much better 
explained by group differences on a normally distributed latent abil
ity, an ability that cannot be distinguished in the data from whatever 
determines mean differences between adjacent age categories within 
each race, usually referred to as mental maturation. 

Aspect four reviews material relating digits-backward perfor
mance to IQ test performance in general and hence one kind of item 
to the rest, thus indicating that the ability in question is general intel
ligence. The discussion underscores that interpretation by demon
strating the inextricability of digits and nondigits items in the three 
1918 samples, which also serves as a basis for concluding that the 
processes influencing the diffusion of one would influence the diffu
sion of the other, too. Reference was made to earlier analyses indi
cating that the two kinds of item differ mainly in their suitability for 
forcing the Mercer-Kamin law into untenable positions in order for 
it to accommodate the data; now, we see that arguing that the slight 
additional noise in nondigits items represents evidence of strong cul
tural interference becomes more difficult when the delicate structure 
of the digits items is so perfectly maintained from sample to sample. 
Finally, the material discussed under the fourth aspect leads to the 
conclusion that if one grants the failure of the bias argument in the 
case of the digits items, there is no way to salvage the argument for 
use with nondigits items. 

How DOES CULTURE DIFFUSE? 

Here, only those aspects of the answer relevant to the bias issue 
need be considered. There are two major ones, closely related to 
each other, which I shall discuss in their order of increasing impor
tance to the present issue rather than in their natural causal order. 
The first concerns internal cultural dynamics after borrowing from 
another culture, and the second concerns selection at the point of 
borrowing, which obviously controls the material available to inter
nal influences. Usually, what we observe at any time is the resultant 
of both processes. However, unexpected juxtapositions and transfor-
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mations found within a receiving culture are often consigered under 
the heading of dynamics. 

The intention here is not to provide a comprehensive discussion 
of cultural diffusion, but only to bring to the attention of psycholo
gists well-known themes that are disregarded by proponents of the 
bias position when they dismiss the importance of there being so lit
tle item-group interaction, thereby acting as though they subscribe 
to the Mercer-Kamin law. As used here, ditJUsion includes processes 
of cultural transmission between groups that many anthropologists 
include under acculturation (e.g., Herskovits, 1938/1958, Chap. 1); all 
anthropologists recognize great overlap in the meaning of the two 
terms, however, and regard diffusion as the more general of the two 
(Beals, 1953; Herskovits, 1938/1958, pp. 10,14-15; Linton, 1936, Chap. 
19), The distinction between them is often based on the intensity and 
the continuity of contact between the two cultures-the former term 
implying more occasional and casual contact, the latter the degree of 
exposure attained when members of two cultures live among each 
other. Some writers also prefer the latter term when documentary 
data are available for study by historical methods (e.g., Herskovits, 
1938/1958, p. 15), For present purposes, the two terms may be con
sidered interchangeable. 

Far from being static and passive in the acculturation process, 
the receiving culture is regarded by anthropologists as alive and 
dynamic. Mintz and Price (1976), for example, rejected the notion of 
"passive African recipients" (p. 18) and attributed to "early Afro
American cultures a fundamental dynamism, an expectation of cul
tural change as an integral feature of these systems" (p. 26), Internal 
dynamics in anyone area of content, moreover, operate relatively 
independently from dynamics in other areas, as the following state
ment clearly implies: 

In terms of current knowledge, it seems reasonable to expect that almost 
any sub-system of an Afro-American culture-whether music, speech or 
religion-would be highly syncretistic in terms of its diverse African 
origins, as well as in terms of inputs from European (and often other) 
sources; and we must expect it to possess a built-in internal dynamism 
and a marked adaptiveness to changing social conditions as well. (Mintz 
&, Price, 1976, p. 32) 

Similarly, Herskovits (1941), writing of revivalism in religion, stated: 

Whether Negroes borrowed from whites or whites from Negroes, in this 
or any other aspect of culture, it must always be remembered that the 
borrowing was never achieved without resultant change in what was 
borrowed, and, in addition, without incorporating elements which orig-
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inated in the new habitat that ... give the new form its distinctive quality. 
(p.225) 

Mintz and Price's (1976) comment on this passage is worth noting: 
"'borrowing' may not best express the reality at all-'creating' or 
'remodelling' may make it clearer" (p. 44). Herskovits (1945b) himself 
used the phrase "reworking under diffusion" (p. 156). 

Elsewhere, Herskovits (1945a) made clear that the situation ofthe 
black in the New World necessitated no exceptions to the general 
rule that diffusion is heavily accompanied by constant dynamic 
change: 

It is today clear that no two peoples have ever been in contact but that 
they have taken new ideas and new customs from each other, and this 
quite independently of whether that contact was friendly or hostile, 
whether it was between groups of the same size or of unequal size, 
whether differences of prestige existed between them or they met on a 
plane of eqUality. 

The conception of culture on which our hypotheses are based thus 
envisages the operation of the principle of constant change-through 
borrowing and internal innovation. (p. 18) 

The complexity of the acculturation process is revealed in the 
following quotation describing culture contact in South Africa: 

As a result of these contacts, certain traits of culture formerly pos
sessed by the BaKxatla have either disappeared completely or appear to 
be doing so, others have been much or only slightly modified, and still 
others appear to have remained largely intact. Other traits, again, have 
been taken over wholly or in part from Western civilization. Some have 
been widely accepted, others only to a limited extent. (Schapera, 1936, p. 
227, after Herskovits, 1938/1958, p. 62) 

The acceptance of European traits among the BaKxatla, even when 
they were accepted, was not uniform over persons, furthermore, 
"Some people are very conservative, while others have discarded 
many of the traditional customs and beliefs in favour of European 
institutions" (Schapera, 1936, p. 233). 

All the preceding descriptions are of vigorous processes within 
receiving cultures that disrupt and rearrange whatever relations had 
existed among cultural contents in their group of origin prior to con
tact, and that give rise to novel juxtapositions, often involving 
entirely new material from the receiving culture. Some of the result
ing effects are conveyed by the anthropologists' use of such terms as 
"amalgam of culture" merskovits, 1938/1958, p. 65), "syncretisms," 
and "substitutions" (Mintz & Price, 1976, pp. 29-30). These anthro
pological terms give recognition to what the psychologist would 
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view as content -group interactions involving materials from both 
cultures. The internal processes, however, are clearly more general 
than that, for they entail the abundant formation of content-group 
interactions during diffusion that are either based on materials taken 
from both cultures or taken simply from either one alone. To the 
extent that test items are cultural elements, too, or draw on the con
tent of cultural elements, whether from one or both cultures origi
nally, the turbulence introduced into the diffusion process from such 
dynamic sources would inevitably be reflected in item-group inter
action. The absence of important amounts of item-group interaction 
over heterogeneous contents would indicate either that the diffusion 
process had run its course with respect to the content of the items 
U.e., that the culturally dependent aspects of the items had been 
assimilatedl, or that the items were not sensitive to purely cultural 
differences between the two groups in the first place. 

These descriptions of internal dynamics underscore the signifi
cance that I attached earlier to the fact that minority-minority rank 
order of difficulty correlations, instead of being lower than those 
between each minority group and whites, were usually just as high, 
and instead of equaling or falling below the product of the correla
tions of each with whites, were significantly higher than those prod
ucts. The active dynamic processes peculiar to each receiving culture 
would, in fact, lead us to expect minority-minority correlations to be 
even lower than the products if test performance reflected the effects 
of incomplete diffusion, that is, if bias were operative. One should not 
mistakenly judge this result, therefore, as though its importance 
were indicated by the small size of the differences between correla
tions that serve as tests of the theory underlying the bias position. 

Selection is the other of the two major influences on how culture 
diffuses; as it is also the better known, only a few sample quotations 
are necessary. Herskovits (1945a), for example, recognized the com
plications caused by "the selective nature of borrowing" (p. 21) and 
stated, "Studies of cultural transmission in process have demon
strated that borrowing is never indiscriminate, but is selective" (1951, 
p. 637l. Linton (1936l stated, "Because of ... varying ... receptivity, 
traits always spread from their origin points irregularly and certain 
traits may be diffused with amazing speed while others diffuse 
slowly, if at all" (p. 331l; "It is easy to imagine situations in which ... 
many elements from certain sections of a culture will have been pre
sented and even accepted while few or none have been presented 
from other sections" (p. 337l; "Even traits which originate in the 
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same center spread irregularly and travel at different speeds" (p. 
330l. 

The upshot of all of these descriptions of ways in which the dis
tribution of the new contents in the receiving culture is affected by 
diffusion is depicted in Figure 1. There, using his ratings, I have 
graphed the locations of three Afro-American cultural groups on 
what Herskovits (1945a) conceived of as an African-European cul
tural "continuum" (p. 12), for each of 10 major areas of cultural con
tent. Herskovits was, of course, the preeminent authority on the rel
ative representation of African and European influences in the 
various cultures of New World blacks. In this study, he created a 
scale of intensity of Africanisms and rated each of 17 New World 
black populations on the extent of their maximum degree of African 
retention in each of the 10 domains of cultural content. To avoid a 
cluttered graph, I have presented the ratings for only the two United 
States groupings and, for contrast, one other. 

To understand the graphed ratings fully, it is necessary to know 
what Herskovits intended, although their general import is apparent 
at a glance. Herskovits (1945a) explained: 

Since it is apparent that in every part of the New World where Negroes 
live, excepting only the Guiana Bush, class differences operate so as to 
make for variation in the number and intensity of Africanisms within 
each Negro group, our table will record only that degree of retention for 
each group which is closest to African custom. (p. 15) 

SOME OR NO 
TRACE OF 
AFRICAN 
CUSTOM 

A LITTLE 
AFRICAN 
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AFRICAN 

QUITE 
AFRICAN --UNITED STATES, NORTH \ 
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~+o" 
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FIGURE 1. Differential diffusion, according to area of content, of European culture 
among three New World black populations, as shown by location on the African-Euro
pean continuum. (Based on ratings by Herskovits, 1945a, Table I.l 
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One of the problems in making such ratings, of course, is in deciding 
whether they should reflect the central tendency or the extreme con
ditions in one of the tails of the distribution. Herskovits opted for the 
tail conditions, and so, his ratings can be characterized as reflecting 
the trailing edge of assimilation within each group over the various 
domains, rather than the average or the leading edge. Thus, he 
explained that Bahian blacks were rated most African in language 
because only they had retained certain African tongues intact, 
although in their daily speech they spoke the same Portuguese spo
ken by other Brazilians "with fewer elements of African vocabulary, 
pronunciation or grammar than is found in the speech of almost any 
other New World Negro group" (p. 15!. If read in the upward direc
tion, therefore, the graphed profiles can be interpreted as mappings 
of the maximum extent of diffusion of European traits to blacks in 
each of the domains, as indexed by the replacement of one culture 
by the other. The leading edge of assimilation, populated by certain 
blacks in each group, might well graph as parallel to the baseline, 
but at the top of the graph, had Herskovits provided the ratings. The 
modal or central tendency, therefore, would probably graph as a 
weighted compromise between the two extreme edges, that is, as 
roughly parallel to the trailing edge now plotted, but with its range 
of variations dampened somewhat. It is reasonable to assume, espe
cially in view of the principles of diffusion just reviewed, not to men
tion Herskovits's own confidence in interpreting his results, that all 
of the various ways of indexing cultural diffusion would correlate 
substantially with each other and would tell essentially the same 
story, except for the leading edge, which may have no variance. 
These considerations should aid in reading Figure I, which plainly 
indicates that all areas of content do not diffuse at the same rate, con
trary to proposition (a) of the Mercer-Kamin law. This contradiction 
cannot be laid to differences in difficul.ty among the cultural areas, 
because the figure shows that the lines cross each other, so that there 
are not consistent differences in difficulty according to area. 

My interpretations so far are consistent with Herskovits's own 
interpretations of his ratings: 

It cannot be too strongly stressed that in every area of the New World, 
except in the Guiana Bush, variation in African forms of behavior 
stretches from the point of greatest intensity indicated in our table to 
almost complete conformity with European ways of life. The problem 
thus becomes one of accounting for differing degrees of variability in the 
different populations studied. merskovits, 1945a, p. 15) 

Table I presents, then, those degrees of intensities of Africanisms, 
listed by aspect of culture and by region in terms of the most African-like 
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manifestation of a given cultural aspect or institution. (Herskovits, 1945a, 
p.1S) 

Herskovits (1945a) remarked on the differing degree of variation over 
cultural aspects within the various black groups: "Turning now to 
consider the different degree to which differing elements in each of 
these cultures have responded to contact with non-African ways of 
life, we see that the carry-over of Africanisms is anything but uniform 
over the individual cultures, being far greater in some aspects than 
in others" (pp. 16-17, emphasis added); and on the differing degree 
of variation within particular aspects over the groups: "One further 
fact which emerges from our table is the differing variability, over 
the New World as a whole, of the several aspects of the cultures as 
these have been listed" (p. In Thus, as Figure 1 shows, differences 
in variability occur along two dimensions. 

The point of Figure I, of course, is not whether Herskovits's rat
ings accurately depict the locations of blacks today on the European
African cultural continuum, but that they testify to the great amount 
of interaction generated in the course of ongoing diffusion. The two 
components of variation in the variabilities that Herskovits com
mented on guarantee interaction, which is revealed by the contrast 
between the jaggedness of the profiles and the implicit flat line at the 
top of the graph that would represent Europeans. As that line would 
have little or no variance itself on the African-European continuum, 
its rank-order correlation with the degree of European culture 
among any group of blacks over the 10 cultural aspects would be 
virtually zero. Viewing the ratings as "passing rates" and the cultural 
aspects as 10 "items" or "subtests" enables us to quantify the consid
erable amount of interaction, for example, even between two black 
populations, in this case those labeled "United States, North" and 
"Brazil, North Urban" in Figure I, neither of which has a totally flat 
and hence noncorrelating profile. In their case, the rank-order cor
relation is only .68, although the "passing rates" span the entire 
range and thus show plenty of variability. I mention such correla
tions only to orient the reader to certain parallels between item
group interaction and the diffusion data. The utility of correlation as 
an index of interaction in the case of Figure 1 is limited, because the 
diffusion data are expressed in a manner that totally obscures the dif
ficulty dimension even among Europeans. 

Just as there is an implicit flat line at the top of the graph that 
would represent Europeans, there is another at the bottom that 
would represent native Africans in their original setting. Herskovits 
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(1945a, p. 17) himself noted that his most African population, the 
Guiana Bush blacks, showed the least variation across the 10 cultural 
aspects (i.e., had the flattest profile). All 10 of their ratings would fall 
within the two lowermost scale positions in Figure 1. 

We see, therefore, that jagged rather than flat profiles are char
acteristic of populations in which diffusion is incomplete and per
haps still in progress following contact with another culture. By def
inition, cultural bias also refers to a situation in which diffusion has 
begun but is incomplete, for the idea itself implies that it is possible 
for diffusion to proceed further and thus raise test scores. Because 
jagged and differing profiles represent conditions in which interac
tion is rife, the cultural bias situation is by definition one that occurs 
in a context typified by an abundance of content-group interaction. 
Consequently, the rank order of difficulty of items among whites 
would be especially likely to differ from their order among blacks if 
the differences between the races in passing items really reflected 
their differential familiarity with the cultural materials that display 
such jagged profiles in Figure 1. This makes the fact that their rank 
orders differ so little doubly meaningful (Tables 2, 13, and 14), 

That Herskovits's data apply specifically to New World blacks 
and include those in the United States is simply an added fillip. Their 
main significance is as a demonstration, first, of the principles of dif
fusion described earlier; second, ofthe irregularity or content-group 
interaction that typically accompanies diffusion; and third, of the 
interesting fact that interaction is apt to be most intense (as measured 
by mean differences between content areas in two groups, as the 
rank correlation can be difficult to interpret in the absence of varia
tion within fully European and African groups) when diffusion is 
well under way but incomplete. The third point is perhaps best left 
in its present crudely specified form, but that does not diminish the 
fact that its conditions obviously coincide with those in which the 
issue of cultural bias usually arises. Although only three populations 
are shown, the graph provides a good idea of both the great varia
bility within typical New World black populations and the range of 
that variability, for the two United States black populations in Figure 
1 rank only eleventh and twelfth in variability of profile of the 14 for 
which complete ratings were available, and the "Brazil, North 
Urban" population ranks first, yet all show considerable variation in 
their profiles, in contrast to what the Mercer-Kamin law would pre
dict. As it would clearly be hazardous to predict the standing or rat
ing on anyone aspect from knowledge of a black population's abso
lute standing on any other aspect, but quite safe to do so for 
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Europeans, the data show precisely the lack of coherence in the 
receiving populations that Kamin seemed to imply with his "bits of 
knowledge" and "bits of information" phrases, thus indicating that 
even in his own mind Kamin may have found it difficult to conceive 
of cultural bias unattended by high degrees of interaction. 

From a historical standpoint, it is of interest that the Herskovits 
data, which belong to the period circa 1945, are bracketed chrono
logically by measures of item-group interaction in Tables 2, 13, and 
14 that show no trend between 1918 and the present, and by mea
sures of the mean IQ difference between blacks and whites that also 
show no trend over time. According to Shuey's review (1966, p. 503), 
the race difference among elementary-school children was 1.0 white 
SDs in the period 1921-1944 and 1.1 white SDs between 1945 and 
1965. Consequently, even if one were to suppose that cultural inter
action due to diffusion had decreased among blacks in the United 
States since Herskovits made his ratings, in order to try to account for 
the lack of item-group interaction in recent data, the fact would 
remain that intelligence test items have shown no sensitivity to cul
tural interaction going back to 1918, when the amount must have 
been at least as great as that portrayed in Figure I, if not greater. 

CONCLUSION 

The various criteria of internal validity reviewed in the first part 
of this article show no important differences between blacks and 
whites even in minute details of test performance, in accordance 
with the conclusions of Jensen (1980a) and many others, and thus no 
evidence of bias. However, the unusual cumulative deficit phenom
enon, which does not figure in the conventional race difference, 
deserves further attention in view of its heuristic potential. Mercer 
generally agrees with the internal validity findings, but she refuses 
to interpret them as strong evidence that test bias is not present. In 
particular, she dismisses the implications of item-group interaction 
studies concerning the plausibility ofthe bias argument. Because that 
argument has long claimed that the substantial depression of item 
passing rates among certain minorities is simply an artifact of imper
fect cultural diffusion, it has been embarrassed by the high rank 
order of difficulty correlations that have emerged subsequently, for 
those correlations reveal more regularity between groups across het
erogeneous types of content than would square with the intuitions 
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of many persons concerning the way in which culture normally 
diffuses. 

Somewhat belatedly, Mercer now seeks to alter our expectations 
concerning the regularity and the predictability of cultural diffusion 
by assuring us that such regularity is to be expected. However, she 
herself has performed no new investigations of cultural diffusion in 
support of her assurance, and she cites no literature. Instead, she 
describes three mechanisms whose purpose it is to persuade us that 
high rank order of difficulty correlations are mere truisms. 

On close inspection, these explicit mechanisms turn out to be lit
tle more than reassertions of her original implicit assurance, now tai
lored specifically to three sets of broad item domains. By thus divid
ing up the work and reducing the heterogeneity of content whose 
lack of interaction each mechanism must explain, Mercer essentially 
offers us a paler or weaker version of what I call the Mercer-Kamin 
law. Even at that, her mechanisms fail to account for the lack of 
group-by-subtest interaction, but this failure is obscured by the fact 
that the rank order of difficulty correlation is relatively insensitive to 
the presence or absence of that type of interaction. With this omis
sion no longer glossed over, it is apparent that Mercer's account of 
item-group interaction does depend on the Mercer-Kamin law as I 
stated it earlier, after all. 

Now let us turn to the role of that law in the bias argument. Phi
losophers of science recognize that no hypothesis is tested in isola
tion, that is, without depending on auxiliary hypotheses as premises 
to enable us to deduce testable consequences of the hypothesis of 
interest. A troublesome outcome of this circumstance is that unless 
the auxiliary hypotheses are firmly held or established (e.g., the laws 
of optics when examining a crucial slide under the microscope), they 
can be manipulated to protect the tested hypothesis from disconfirm
ing evidence. This realization and the infinite regress it implies are 
sometimes known as the Duhemian problem (see Salmon, 1975). 
Here, testing the bias argument with measures of item-group inter
action depends on auxiliary hypotheses concerning the manner in 
which culture is transmitted from one group to another by the pro
cesses that I have discussed under the heading of diffusion. The parts 
of the Mercer-Kamin law other than the proposition asserting bias, 
(b), represent the particular versions of those auxiliary hypotheses 
about diffusion that serve to protect (b) against disconfirmation by 
item-group studies that show no interaction of any consequence, as, 
in effect, they state that culture must diffuse in a manner that pro
duces little or no interaction among intelligence test items. 
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In gene~al, there is nothing objectionable about modifying aux
iliary hypotheses in this manner as long as that modification is done 
explicitly, to alert others that crucial premises that they normally 
take for granted no longer apply. Accordingly, it is important to rec
ognize that the cultural bias position of Mercer and Kamin is really 
represented by the conjunction of (bl and the other propositions of 
the Mercer-Kamin law and not just by (bl alone. For that reason, I 
placed (bl, the claim of bias, withiri the body of the Mercer-Kamin 
law rather than stating it separately. Unless the modification of aux
iliary hypotheses is explicit, there is nothing to restrain anyone from 
modifying them only implicitly to avoid paying the costs in plausi
bility usually associated with casually sacrificing principles that 
other scientists regard as too firmly established to be treated so cav
alierly when no new evidence has been brought to bear. Of course, 
if Mercer and Kamin disagree with my assessment of the law's plau
sibility, they should show no reluctance in promulgating it. 

Like many such conjunctions of threatened hypotheses and 
their specially modified protecting auxiliaries, the conjunction rep
resented by the Mercer-Kamin law is less plausible than either 
hypothesis alone, especially the threatened one alone (e.g., my novel 
diagnosis of patient Jones is correct and the laws of optics fail when 
I examine his slidel, because their probability is defined by the prod
uct of the probabilities of the conjuncts, assuming those probabilities 
are independent. Even if not independent, their joint probability is 
determined largely by the improbable auxiliary, whose low proba
bility is not apt to be much influenced by assuming the other con
junct. Hence, it is essential that proponents of the bias position not be 
allowed the luxury of asserting each conjunct in relative isolation at 
different points in their argument, thereby taking advantage of the 
greater plausibility of each half when stated by itself. 

In the present case, a considerable advantage in stating the con
juncts separately can be traced to the difficulty that we have in dis
tinguishing the relevant components of variance clearly when we 
discuss the propositions of the Mercer-Kamin law in isolation from 
one another. To be meaningful, the discussion requires that the com
ponent of difficulty due to cultural bias be conceived of as orthogonal 
to the component of difficulty due to the intelligence that items 
require in order to be passed. Hence, to take the second conjunct as 
an example, when Kamin (1980, p.1l6) and Mercer (1978-1979, p.14l 
say, in effect, that it is reasonable for the order of item difficulties to 
be the same in both races, we must be careful not to find this asser
tion plausible for reasons having to do exclusively with intelligence. 
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To the extent that group differences in passing rates of items are 
shaped by intelligence, or by direct influences on the z score or the 
latent trait, those differences are valid. For this reason, I stated Table 
12 in terms of absolute differences in standardized percentages pass
ing, although technically its point could have been made with abso
lute differences in standardized z scores. However, the natural met
ric of diffusion to persons is in multiples of persons, not z scores, and 
standardized percentages help maintain the analytic distinction 
between differences that are due to culture on the one hand and dif
ferences that are due to intelligence on the other by representing the 
interaction data in the form more relevant to cultural diffusion in the 
broadest sense-that is, by representing the rate of diffusion regard
less of the extent to which mental ability differences may be impli
cated. The cultural bias argument must properly be confined con
ceptually to group differences in passing rates that are independent 
of intelligence. This is one basic reason, incidentally, that interaction 
can serve as a useful index of such cultural differences, because item
group interaction is clearly orthogonal to the common g factor. 
Another is that diffusion is typically pregnant with interaction, as my 
review of internal dynamics and selection showed. 

In light of the foregoing, the more correct and revealing state
ment by proponents of the bias position would run as follows: "The 
amount of variation in the order of items due to cultural differences 
is small in relation to the amount due to intelligence, but the amount 
of difference between groups in difficulty is large and entirely due to 
cultural differences." With the clauses in reverse order and minus 
the last six words, this is precisely the kind of statement that Jensen 
(1980a) has operationalized with his "group difference-interaction 
ratio" (p. 561l. Jensen used his ratio to question whether cultural dif
ferences can account for the group difference, but in this chapter, I 
have explored the implications of framing the question in its other 
direction, not typically considered by psychologists, namely: Can 
large cultural differences be present without creating more interac
tion than we usually observe? To return to the first conjunct of the 
bias argument, the real problem is not whether there could be con
siderable cultural bias (a proposition that has some plausibility by 
itself, particularly if one imagines interaction simultaneously pres
enO, but whether there could be considerable cultural bias without 
more interaction, perhaps without any. 

Logically, the answer to the last question is "yes" because, 
according to the mathematics alone, bias, as a main effect, can be 
present without interaction. However, it is a serious mistake to sup-
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pose that scientists depend on logic alone in resolving empirical con
troversies, without considering probability too. Hypotheses accepted 
by scientists depend on the fact that empirical phenomena leave 
diagnostic traces or signatures, even ifthose traces are relatively sub
tle in relation to the scale of the original event of interest. One of the 
more famous traces, for example, is that of the 3°K cosmic back
ground radiation that informs cosmologists that the universe was at 
a much earlier time thousands of times smaller and hotter than it is 
now, thus leading to a resolution between the competing "steady
state" and "big-bang" hypotheses of its origin (Weinberg, 1977). The 
real scientific problem concerning bias, therefore, is whether an 
incomplete and energetic diffusion process could occur between 
entire cultures without leaving any special traces other than the 
undiagnostic test-score difference between races, which resembles 
other sources of differences, such as maturation, in its fine details. 

To address this question more rigorously, I introduced in the 
middle section of this chapter an unusual triplet of test items that 
function as a segment of interval scale among whites (and blacks) and 
hence also as a far more refined and sensitive instrument for probing 
important theoretical questions than was hitherto available. This 
instrument, consisting of the three moderately long digits-backward 
items, was also used to enhance our understanding of the sources of 
noise in less sensitive items. To the extent that linearity and thus the 
evidence for an interval scale remained perfect in any two groups, 
item-group interaction would be absent. 

The instrument successfully detected small effects attributable to 
the shape of the underlying distribution of ability that had been 
largely obscured for other items by their noisiness. When it was 
applied to the problem of seeking interactive traces of the diffusion 
processes supposedly underlying bias, however, in the final section 
of the chapter, none could be found. Other searches for small effects 
diagnostic of cultural diffusion, such as differences between minor
ity-minority and majority-minority rank order of difficulty correla
tions, were equally unsuccessful. The delicate relation of the digits 
items to underlying normality within white samples was also sur
prisingly undisturbed in cross-racial comparisons. At the same time, 
evidence was presented that cultural diffusion is in general a highly 
interactive and noisy process, if not a turbulent one, that announces 
its presence with a profusion of strong content-group interactions. 
Taken together, these facts make it extremely difficult to assert the 
Mercer-Kamin law in the new and more sweeping fashion required 
to account both for the absence of item-group interaction in the dig-
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its data, which cannot be set apart from other items as exceptions in 
any way that would leave the bias argument intact, and for the con
sistent intercalation of the digits items with other items quite heter
ogeneous in content. 
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CHAPTER ELEVEN 

Test Bias 
Concepts and Criticisms 

ARTHUR R. JENSEN 

As one who has been reading about test bias now for over 30 years, 
I have noticed a quite dramatic change in this literature within just 
the last decade. This development was auspicious, perhaps even 
essential, for the production of my most recent book, Bias in Mental 
Testing (1980a). Developments in the last decade made it possible to 
present a fairly comprehensive and systematic treatment of the 
topic. Prior to the 1970s, the treatment of test bias in the psychologi
cal literature was fragmentary, unsystematic, and conceptually con
fused. Clear and generally agreed-upon definitions of bias were lack
ing, as was a psychometrically defensible methodology for 
objectively recognizing test bias. The study of test bias, in fact, had 
not yet become a full-fledged subject in the field of psychometrics. 
The subject lacked the carefully thought-out rationale and statistical 
methodology that psychometrics had long invested in such topics as 
reliability, validity, and item selection. 

All this has changed markedly in recent years. Test bias has now 
become one of the important topics in psychometrics. It is undergo
ing the systematic conceptual and methodological development wor
thy of one of the most technically sophisticated branches of the 
behavioral sciences. The earlier scattered and inchoate notions about 

Parts of this chapter are taken from "Precis of Bias in Mental Testing" by A. R. 
Jensen, Behavioral and Brain Sciences, 1980, 3, 325-333. 
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bias have been sifted, rid of their patent fallacies, conceptualized in 
objective terms, and operationalized by statistical methods. What is 
emerging is a theoretical rationale of the nature of test bias, some 
rather clearly formulated, mutually consistent definitions, and statis
tically testable criteria of bias. Moreover, a large fund of impressively 
consistent empirical evidence has been amassed in connection with 
this discipline, finally permitting objective, often definitive, answers 
to the long-standing question of racial-cultural bias in many of the 
standardized mental tests widely used in America today in schools, 
colleges, and the armed forces, and for job selection. 

The editors have asked me to act as a commentator on all the 
preceding chapters in this volume. Before taking up the many spe
cific points in this task, however, I should first present a succinct 
overview of the main concepts and findings in this field, as I see it. I 
have presented it all in much greater detail in Bias in Mental Testing. 

NATURE OF MENTAL TESTS 

Mental ability tests are a means of quantifying individual differ
ences in a variety of capabilities classified as mental. Mental means 
only that the individual differences in the capabilities elicited by the 
test are not primarily the result of differences in sensory acuity or 
motor dexterity and coordination. Ability implies three things: (1) 

conscious, voluntary behavior; (2) maximum, as contrasted with typ
ical, performance (at the time); and (3) an objective standard for rat
ing performance on each unit or item of the test, such as correct ver
sus incorrect, pass versus fail, or measurement of rate, such as 
number of test units completed per unit time or average time per 
unit. By objective standard one means that differences in perfor
mance on any unit of the test can be judged as "better than" or 
"worse than" with universal agreement, regardless of possible dis
agreements concerning the social value or importance that may be 
placed on the performance. 

A mental test is composed of a number of items having these 
properties, each item affording the opportunity to the person taking 
the test to demonstrate some mental capability as indicated by his or 
her objectively rated response to the item. The total raw score on the 
test is the sum of the ratings (e.g., "pass" versus "fail" coded as 1 and 
0) of the person's responses to each item in the test. 

The kinds of items that compose a test depend on its purpose and 
on certain characteristics of the particular population for which its 
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use is intended, such as age, language, and educational level. The set 
of items for a particular test is generally devised and selected in 
accordance with some combination of the following criteria: (t) a 
psychological theory of the nature of the ability the test is intended 
to measure; (2) the characteristics of the population for which it is 
intended; (3) the difficulty level of the items, as indicated by the pro
portion of the target population who "pass" the item, with the aim 
of having items that can discriminate between persons at every level 
of ability in the target population; (4) internal consistency, as indi
cated by positive intercorrelations among the items making up the 
test, which means that all the items measure some common factor; 
and (5) the "item characteristic curve," which is the function relating 
(a) the probability of an individual's passing a given item to (b) the 
individual's total score on the test as a whole (if a is not a monotoni
cally increasing function of b, the item is considered defective!. The 
individual items (or their common factors) are then correlated with 
external performance criteria (e.g., school grades, job performance 
ratings!. 

The variety of types of test items in the whole mental abilities 
domain is tremendous and can scarcely be imagined by persons out
side the field of psychological testing. Tests may be administered to 
groups or individuals. They can be verbal, nonverbal, or perfor
mance (i.e., requiring manipulation or construction) tests. Within 
each of these main categories, there is a practically unlimited variety 
of item types. The great number of apparently different kinds of 
tests, however, does not correspond to an equally large number of 
different, measurable abilities. In other words, a great many of the 
superficially different tests-even as different as vocabulary and 
block designs (constructing deSignated designs with various colored 
blocks)-must to some extent measure the same abilities. 

GENERAL INTELLIGENCE OR g 

One of the great discoveries in psychology, originally made by 
Charles E. Spearman in 1904, is that, in an unselected sample of the 
general population, all mental tests (or test items) show nonzero pos
itive intercorrelations. Spearman interpreted this fact to mean that 
every mental test measures some ability that is measured by all other 
mental tests. He labeled this common factor g (for "general factors"), 
and he developed a mathematical technique, known as factor anal
ysis, that made it possible to determine (t) the proportion of the total 
variance (i.e., individual differences) in scores on a large collection of 
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diverse mental tests that is attributable to individual variation in the 
general ability factor, or g, that is common to all of the tests, and (2) 
the degree to which each test measures the g factor, as indicated by 
the test's correlation with the g factor (termed the test's factor 
loading). 

Later developments and applications of factor analysis have 
shown that in large, diverse collections of tests there are also other 
factors in addition to g. Because these additional factors are common 
only to certain groups of tests, they are termed group factors. Well
established group factors are verbal reasoning, verbal fluency, 
numerical ability, spatial-perceptual ability, and memory. However, 
it has proved impossible to devise tests that will measure only a par
ticular group factor without also measuring g. All so-called factor
pure tests measure g plus some group factor. Usually, considerably 
more of the variance in scores on such tests is attributable to the g 
factor than to the particular group factor the test is designed to mea
sure. The total score on a test composed of a wide variety of items 
reflects mostly the g factor. 

Spearman's principle of the indifference of the indicator recog
nizes the fact that the g factor can be measured by an almost unlim
ited variety of test items and is therefore conceptually independent 
of the particular form or content of the items, which are merely 
vehicles for the behavioral manifestations of g. Spearman and the 
psychologists following him identify g with general mental ability or 
general intelligence. It turns out that intelligence tests (henceforth 
referred to as IQ tests), which are judged to be good indicators of 
intelligence by a variety of criteria other than factor analysis, have 
especially high g loadings when they are factor-analyzed among a 
large battery of diverse tests. 

To gain some insight into the nature of g, Spearman and many 
others have compared literally hundreds of tests and item types in 
terms of their g loadings to determine the characteristics of those 
items that are the most and the least g-loaded. Spearman concluded 
that g is manifested most in items that involve "relation eduction," 
that is, seeing relationships between elements, grasping concepts, 
drawing inferences-in short, inductive and deductive reasoning 
and problem solving. "Abstractness" also enhances an item's g load
ing, such as being able to give the meaning of an abstract noun (e.g., 
apotheosis) as contrasted with a concrete noun (e.g., aardvark) when 
both words are equated for difficulty (i.e, percentage passing in the 
population). An item's g loading is independent of ~ts difficulty. For 
example, certain tests of rote memory can be made very difficult, but 



TEST BIAS: CONCEPTS AND CRITICISMS 511 

they have very low g loadings. Inventive responses to novel situa
tions are more highly g-loaded than responses that depend on recall 
or reproduction of past acquired knowledge or skill. The g factor is 
related to the comple{(.ity of the mental manipulations or transfor
mations of the problem elements required for solution. As a clear-cut 
example, forward digit span (i.e., recalling a string of digits in the 
same order as the input) is less g-loaded than backward digit span 
(recalling the digits in reverse order), which requires more mental 
manipulation of the input before arriving at the output. What we 
think of as "reasoning" is a more complex instance ofthe same thing. 
Even as simple a form of behavior as choice reaction time (speed of 
reaction to either one or the other of two signals) is more g-loaded 
than is simple reaction time (speed of reaction to a single signal). It is 
a well-established empirical fact that more complex test items, 
regardless of their specific form or content, are more highly corre
lated with one another than are less complex items. In general, the 
size of the correlation between any two tests is directly related to the 
product ofthe tests' g loadings. 

Tests that measure g much more than any other factors can be 
called intelligence tests. In fact, g accounts for most of the variance 
not only in IQ tests, but in most of the standardized aptitude tests 
used by schools, colleges, industry, and the armed services, regard
less of the variety of specific labels that are given to these tests. Also, 
for persons who have been exposed to essentially the same school
ing, the general factor in tests of scholastic achievement is very 
highly correlated with the g factor of mental tests in general. This 
correlation arises not because the mental tests call for the specific 
academic information or skills that are taught in school, but because 
the same g processes that are evoked by the mental tests also play an 
important part in scholastic performance. 

Is the g factor the same ability that the layperson thinks of as 
"intelligence"? Yes, very largely. Persons whom laypeople generally 
recognize as being very "bright" and persons recognized as being 
very "dull" or retarded do, in fact, differ markedly in their scores on 
tests that are highly g-loaded. In fact, the magnitudes of the differ
ences between such persons on various tests are more closely related 
to the tests' g loadings than to any other characteristics of the tests. 

The practical importance of g, which is measured with useful 
accuracy by standard IQ tests, is evidenced by its substantial corre
lations with a host of educationally, occupationally, and socially val
ued variables. The fact that scores on IQ tests reflect something more 
profound than merely the specific knowledge and skills acquired in 
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school or at home is shown by the correlation of IQ with brain size 
(Van Valen, 1974), the speed and amplitude of evoked brain potentials 
(Callaway, 1975), and reaction times to simple lights or tones (Jensen, 
1980b). 

CRITICISM OF TESTS AS CULTURALLY BIASED 

Because IQ tests and other highly g-loaded tests, such as scholas
tic aptitude and college entrance tests and many employment selec
tion tests, show sizable average differences between majority and 
minority (particularly black and Hispanic) groups, and between 
socioeconomic classes, critics of the tests have claimed that the tests 
are culturally biased in favor of the white middle class and against 
certain racial and ethnic minorities and the poor. Asians (Chinese 
and Japanese) rarely figure in these claims, because their test scores, 
as well as their performance on the criteria the tests are intended to 
predict, are generally on a par with those of the white population. 

Most of the attacks on tests, and most of the empirical research 
on group differences, have concerned the observed average differ
ence in performance between blacks and whites on virtually all tests 
of cognitive ability, amounting to about one standard deviation (the 
equivalent of 15 IQ points)' Because the distribution of IQs (or other 
test scores) approximately conforms to the normal or bell-shaped 
curve in both the white and the black populations, a difference of 
one standard deviation between the means of the two distributions 
has quite drastic consequences in terms of the proportions of each 
population that fall in the upper and lower extremes of the ability 
scale. For example, an IQ of about 115 or above is needed for success 
in most highly selective colleges; about 16% ofthe white as compared 
with less than 3% of the black population have IQs above 115, that is, 
a ratio of about 5 to 1. At the lower end of the IQ distribution, IQs 
below 70 are generally indicative of mental retardation: Anyone with 
an IQ below 70 is seriously handicapped, educationally and occupa
tionally, in our present society. The percentage of blacks with IQs 
below 70 is about six times greater than the percentage of whites. 
Hence blacks are disproportionately underrepresented in special 
classes for the academically "gifted," in selective colleges, and in 
occupations requiring high levels of education or of mental ability, 
and they are seen in higher proportions in classes for "slow learn
ers" or the "educable mentally retarded." It is over such issues that 
tests, or the uses oftests in schools, are literally on trial, as in the well-



TEST BIAS: CONCEPTS AND CRmCISMS 513 

known Larry P. case in California, which resulted in a judge's ruling 
that IQ tests cannot be given to blacks as a basis for placement in 
special classes for the retarded. The ostensible justification for this 
decision was that the IQ tests, such as the Stanford-Binet and the 
Wechsler Intelligence Scale for Children, are culturally biased. 

The claims of test bias, and the serious possible consequences of 
bias, are of great concern to researchers in psychometrics and to all 
psychologists and educators who use tests. Therefore, in Bias in Men
tal Testing, I have tried to do essentially three things: (1) to establish 
some clear and theoretically defensible definitions of test bias, so we 
will know precisely what we are talking about; (2) to explicate a 
number of objective, operational psychometric criteria of bias and 
the statistical methods for detecting these types of bias in test data; 
and (3) to examine the results of applying these objective criteria and 
analytic methods to a number of the most widely used standardized 
tests in school, college, the armed services, and civilian employment. 

TEST SCORES AS PHENOTYPES 

Let me emphasize that the study of test bias per se does not con
cern the so-called nature-nurture or heredity-environment issue. 
Psychometricians are concerned with tests only as a means of mea
suring phenotypes. Test scores are treated as such a means. Consid
erations of their validity and their possible susceptibility to biases of 
various kinds in all of the legitimate purposes for which tests are 
used involve only the phenotypes. The question of the correlation 
between test scores (i.e., the phenotypes) and genotypes is an entirely 
separate issue in quantitative genetics, which need not be resolved 
in order for us to examine test bias at the level of psychometrics. It is 
granted that individual ditfer~nces in human traits are a complex 
product of genetic and environmental influences; this product con
stitutes the phenotype. The study of test bias is concerned with bias 
in the measurement of phenotypes and with whether the measure
ments for certain classes of persons are systematically distorted by 
artifacts in the tests or testing procedures. Psychometrics as such is 
not concerned with estimating persons' genotypes from measure
ments of their phenotypes and therefore does not deal with the ques
tion of possible bias in the estimation of genotypes. When we give a 
student a college aptitude test, for example, we are interested in accu
rately assessing his or her level of developed ability for doing college 
work, because it is the student's developed ability that actually pre-
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dicts his or her future success in college, and not some hypothetical 
estimate of ~hat his or her ability might have been if he or she had 
grown up in different circumstances. 

The scientific explanation of racial differences in measurements 
of ability, of course, must examine the possibility of test bias per se. 
If bias is not found, or if it is eliminated from particular tests, and a 
racial difference remains, then bias is ruled out as an adequate expla
nation. But no other particular explanations, genetic or environmen
tal, are thereby proved or disproved. 

MISCONCEPTIONS OF TEST BIAS 

There are three popular misconceptions or fallacies of test bias 
that can be dismissed on purely logical grounds. Yet, they have all 
figured prominently in public debates and court trials over the test
ing of minorities. 

£GALIT ARIAN FALLACY 

This fallacy holds that any test that shows a mean difference 
between population groups (e.g., races, social class, sexes) is there
fore necessarily biased. Men measure taller than women; therefore 
yardsticks are sexually biased measures of height. The fallacy, of 
course, is the unwarranted a priori assumption that all groups are 
equal in whatever the test purports to measure. The converse of this 
fallacy is the inference that the absence of a mean difference 
between groups indicates that the test is unbiased. It could be that 
the test bias is such as to equalize the means of groups that are truly 
unequal in the trait the test purports to measure. As scientifically 
egregious as this fallacy is, it is interesting that it has been invoked in 
most legal cases and court rulings involving tests. 

CULTURE-BOUND FALLACY 

This fallacy is the mistaken belief that because test items have 
some cultural content they are necessarily culture-biased. The fal
lacy is in confusing two distinct concepts: culture loading and culture 
bias. (Culture-bound is a synonym for culture-loaded.) These terms 
do not mean the same thing. 

Tests and test items can be ordered along a continuum of culture 
loading, which is the specificity or generality ofthe informational 
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content of the test items. The narrower or less general the culture in 
which the test's information content could be acquired, the more cul
ture-loaded it is. This can often be roughly determined simply by 
inspection of the test items. A test item requiring the respondent to 
name three parks in Manhattan is more culture-loaded than the 
question "How many Zo-cents candy bars can you buy for $1?" To 
the extent that a test contains cultural content that is generally pecu
liar to the members of one group but not to the members of another 
group, it is liable to be culture-biased with respect to comparisons of 
the test scores between the groups or with respect to predictions 
based on their test scores. 

Whether the particular cultural content actually causes the test 
to be biased with respect to the performance of any two (or more) 
groups is a separate issue. It is an empirical question. It cannot be 
answered merely by inspection of the items or subjective impres
sions. A number of studies have shown that although there is a high 
degree of agreement among persons (both black and white) when 
they are asked to judge which test items appear the most and the 
least culture loaded, persons can do no better than chance when 
asked to pick out the items that they judge will discriminate the most 
or the least between any two groups, say, blacks and whites. Judg
ments of culture loading do not correspond to the actual population 
discriminability of items. Interestingly, the test items most frequently 
held up to ridicule for being "biased" against blacks have been 
shown by empirical studies to discriminate less between blacks and 
whites than the average run of items composing the tests! Items 
judged as "most culture-loaded" have not been found to discriminate 
more between whites and blacks than items judged as "least culture 
loaded." In fact, one excellently designed large-scale study of this 
matter found that the average white-black difference is greater on 
the items judged as "least cultural" than on items judged "most cul
tural," and this remains true when the "most" and "least" cultural 
items are equated for difficulty (percentage passing) in the white pop
ulation (McGurk, 1967). 

STANDARDIZATION FALLACY 

This fallacy is the belief that a test that was constructed by a 
member of a particular racial or cultural population and standard
ized or "normed" on a representative sample of that same popula
tion is therefore necessarily biased against persons from all other 
populations. This conclusion does not logically follow from the 
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premises, and besides, the standardization fallacy has been empiri
cally refuted. For example, representative samples of Japanese (in 
Japan) average about 6 IQ points higher than the American norms 
on the performance scales (nonverbal) of the Wechsler Intelligence 
Test, which was constructed by David Wechsler, an American psy
chologist, and standardized in the U.S. population. Arctic Eskimos 
score on a par with British norms on the Progressive Matrices Test, 
devised by the English psychologist J. C. Raven and standardized in 
England and Scotland. 

THE MEANING OF BIAS 

There is no such thing as test bias in the abstract. Bias must 
involve a specific test used in two (or more) specific populations. 

Bias means systematic errors of measurement. All measure
ments are subject to random errors of measurement, a fact that is 
expressed in terms of the coefficient of reliability (i.e., the proportion 
of measurement) and the standard error of measurement (i.e., the 
standard deviation of random errors), Bias, or systematic error, 
means that an obtained measurement (test score) consistently over
estimates (or underestimates) the true (error-free) value of the mea
surement for members of one group as compared with members of 
another group. In other words, a biased test is one that yields scores 
that have a different meaning for members of one group from their 
meaning for members of another. If we use an elastic tape measure 
to determine the heights of men and women, and if we stretch the 
tape every time we measure a man but do not stretch it whenever 
we measure a woman, the obtained measurements will be biased 
with respect to the sexes; a man who measures 5'6/1 under those con
ditions may actually be seen to be half a head taller than a woman 
who measures 5'6/1, when they stand back to back. There is no such 
direct and obvious way to detect bias in mental tests. However, there 
are many indirect indicators of test bias. 

Most of the indicators of test bias are logically one-sided or non
symmetrical; that is, statistical significance of the indicator can dem
onstrate that bias exists, but nonsignificance does not assure the 
absence of bias. This is essentially the well-known statistical axiom 
that it is impossible to prove the null hypothesis. We can only reject 
it. Unless a test can be shown to be biased at some acceptable level of 
statistical significance, it is presumed to be unbiased. The more 
diverse the possible indicators of bias that a test "passes" without sta-
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tistical rejection of the null hypothesis (Le., "no bias"), the stronger is 
the presumption that the test is unbiased. Thus, in terms of statistical 
logic, the burden of proof is on those who claim that a test is biased. 

The consequences of detecting statistically significant bias for the 
practical use of the test is a separate issue. They will depend on the 
actual magnitude of the bias (which can be trivial, yet statistically 
significant) and on whether the amount of bias can be accurately 
determined, thereby permitting test scores (or predictions from 
scores) to be corrected for bias. They will also depend on the avail
ability of other valid means of assessment that could replace the test 
and are less biased. 

EXTERNAL AND INTERNAL MANIFESTATIONS OF BIAS 

Bias is suggested, in general, when a test behaves differently in 
two groups with respect to certain statistical and psychometric fea
tures which are conceptually independent of the distributions of 
scores in the two populations. Differences between the score distri
butions, particularly between measures of central tendency, cannot 
themselves be criteria of bias, as these distributional differences are 
the very point in question. Other objective indicators of bias are 
required. We can hypothesize various ways that our test statistics 
should differ between two groups if the test were in fact biased. 
These hypothesized psychometric differences must be independent 
of distributional differences in test scores, or they will lead us into 
the egalitarian fallacy, which claims bias on the grounds of a group 
difference in central tendency. 

Appropriate indicators of bias can be classified as e}(ternal and 
internal. 

EXTERNAL INDICATORS 

External indicators are correlations between the test scores and 
other variables external to the test. An unbiased test should show 
similar correlations with other variables in the two or more popu
lations. A test's predictive validity (the correlation between test 
scores and measures of the criterion, such as school grades or ratings 
of job performance) is the most crucial external indicator of bias. A 
significant group difference in validity coefficients would indicate 
bias. Of course, statistical artifacts that can cause spurious differences 
in correlation (or validity) coefficients must be ruled out or cor-
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FIGURE 1. Graphic representation of the regression of criterion measurements (Yl on 
test scores (Xl, showing the slope (bl of the regression line Y, the Y intercept (kl, and 
the standard error of estimate (SEyl. A test score X. would have a predicted criterion 
performance of Y. with a standard error of SEy. The regression line Y yields the sta
tistically best prediction of the criterion Y for any given value of X. Biased prediction 
results if one and the same regression line is used to predict the criterion performance 
of individuals in majority and minority groups when, in fact, the regression lines of 
the separate groups differ significantly in intercepts, slopes, or standard errors of esti
mate. The test will yield unbiased predictions for all persons regardless of their group 
membership if these regression parameters are the same for every group. 

rected-such factors as restriction of the "range of talent" in one 
group, floor or ceiling effects on the score distributions, and unequal 
reliability coefficients (which are internal indicators ofbiasl. Also, the 
intercept and slope of the regression of criterion measures on test 
scores, and the standard error of estimate, should be the same in both 
populations for an unbiased test. The features of the regression of 
criterion measurements (Y) on test scores (X) are illustrated in 
Figure 1. 

Another external indicator is the correlation of raw scores with 
age, during the period of mental growth from early childhood to 
maturity. If the raw scores reflect degree of mental maturity, as is 
claimed for intelligence tests, then they should show the same cor
relation with chronological age in the two populations. A significant 
difference in correlations, after ruling out statistical artifacts, would 
indicate that the test scores have different meanings in the two 
groups. Various kinship correlations (e.g., monozygotic and dizygotic 
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twins, full siblings, and parent-child) should be the same in different 
groups for an unbiased test. 

INTERNAL INDICATORS 

Internal indicators are psychometric features of the test data 
themselves, such as the test's internal consistency reliability (a func
tion of the interitem correlations), the factorial structure of the test 
or a battery of subtests (as shown by factor analysis), the rank order 
of item difficulties (percentage passing each item), the significance 
and magnitude of the items X groups interaction in the analysis of 
variance of the item matrix for the two groups (see Figure 2), and the 
relative "pulling power" of the several error "distractors" (i.e., 
response alternatives besides the correct answer) in multiple-choice 
test items. Each of these psychometric indicators is capable of reveal
ing statistically significant differences between groups, if such differ
ences exist. Such findings would indicate bias, on the hypothesis that 
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FIGURE 2. Graphic representation of types of items X groups interaction for an imag
inary five-item test. Item difficulty (proportion passing the item) is shown on the ordi
nate; the five items are shown on the baseline. When the item difficulties for two 
groups, A and B, are perfectly parallel, there is no interaction. In ordinal interaction, 
the item difficulties of Groups A and B are not parallel but maintain the same rank 
order. In disordinal interaction, the item difficulties have a different rank order in the 
two groups. Both types of interaction are detectable by means of correlational analysis 
and analysis of variance of the item matrix. Significant items X groups interactions are 
internal indicators of test bias; that is, such interactions reveal that the test items do 
not show the same relative difficulties for both groups. 
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these essential psychometric features of tests should not differ 
between populations for an unbiased test. 

UNDETECfABLE BIAS 

Theoretically, there is a type of bias that could not be detected 
by anyone or any combination of these proposed external and inter
nal indicators of bias. It would be a constant degree of bias for one 
group that affects every single item of a test equally, thereby depress
ing all test scores in the disfavored group by a constant amount; and 
the bias would have to manifest the same relative effects on all of the 
external correlates of the test scores. The bias, in effect, would 
amount to subtracting a constant from every unit of measured per
formance in the test, no matter how diverse the units, and subtract
ing a constant from the test's external correlates for the disfavored 
group. No model of culture bias has postulated such a uniformly per
vasive influence. In any case, such a uniformly pervasive bias would 
make no difference to the validity of tests for any of their usual and 
legitimate uses. Such an ad hoc hypothetical form of bias, which is 
defined solely by the impossibility of its being empirically detected, 
has no scientific value. 

BIAS AND UNFAIRNESS 

It is essential to distinguish between the concepts of bias and 
unfairness. Bias is an objective, statistical property of a test in relation 
to two or more groups. The concept of unfairness versus the fair use 
of tests refers to the way that tests are used and implies a philosophic 
or value judgment concerning procedures for the educational and 
employment selection of majority and minority groups. The distinc
tion between bias and unfairness is important, because an unbiased 
test may be used in ways that can be regarded as fair or unfair in 
terms of one's philosophic position regarding selection strategies, for 
example, in the question of "color-blind" versus preferential or quota 
selection of minorities. A statistically biased test can also be used 
either fairly or unfairly. If one's selection philosophy permits iden
tification of each individual's group membership, then a biased test 
can often be used fairly for selection, for example, by using separate 
(but equally effective) regression equations for majority and minority 
persons in predicting criterion performance, or by entering group 
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membership (in addition to test scores) in the regression equation to 
predict future performance. 

EMPIRICAL EVIDENCE ON EXTERNAL INDICATORS OF BIAS 

The conclusions based on a preponderance of the evidence from 
virtually all of the published studies on each of the following exter
nal criteria of bias are here summarized for all tests that can be 
regarded as measures of general ability, such as IQ tests, scholastic 
aptitude, and "general classification" tests. This excludes only very 
narrow tests of highly specialized skills or aptitudes that have rela
tively small loadings on the general ability factor. 

Most of the studies on test bias have involved comparisons of 
blacks and whites, although a number of studies involve Hispanics. I 
summarize here only those studies involving blacks and whites. 

TEST VALIDITY 

A test's predictive validity coefficient (i.e., its correlation with 
some criterion performance) is the most important consideration for 
the practical use of tests. A test with the same validity in two groups 
can be used with equal effectiveness in predicting the performance 
of individuals from each group. (The same or separate regression 
equations may be required for unbiased prediction, but that is a sep
arate issue.) 

The overwhelming bulk of the evidence from dozens of studies 
is that validity coefficients do not differ significantly between blacks 
and whites. In fact, other reviewers of this entire research literature 
have concluded that "differential validity is a nonexistent phenome
non." This conclusion applies to IQ tests for predicting scholastic per
formance from elementary school through high school; to college 
entrance tests for predicting grade-point average; to employment 
selection tests for predicting success in a variety of skilled, white-col
lar, and professional and managerial jobs; and to armed forces tests 
(e.g., Armed Forces Classification Test, General Classification Test) for 
predicting grades and successful completion of various vocational 
training programs. 

The results of extensive test validation studies on white and 
black samples warrant the conclusion that today's most widely used 
standardized tests are just as effective for blacks as for whites in all 
of the usual applications of tests. 
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HOMOGENEITY OF REGRESSION 

Criterion performance (Y) is predicted from test scores (X) by 
means of a linear regression equation Y = a + bX, where a is the 
intercept and b is the slope (which is equal to the validity coefficient 
when X and Yare both expressed as standardized measurements). 

An important question is whether one and the same regression 
equation (derived from either racial group or from the combined 
groups) can predict the criterion with equal accuracy for members 
of either racial group. There are scores of studies of this question for 
college and employment selection tests used with blacks and whites. 
If the white and black regression equations do not differ in intercept 
and slope, the test scores can be said to have the same predictive 
meaning for persons regardless of whether they are black or white. 

When prediction is based on a regression equation that is 
derived on an all-white or predominantly white sample, the results 
of scores of studies show, virtually without exception, one of two out
comes: (1) Usually prediction is equally accurate for blacks and 
whites, which means that the regressions are the same for both 
groups; or (2) the criterion is overpredicted for blacks; that is, blacks 
do not perform as well on the criterion as their test scores predict. 
This is shown in Figure 3. (This finding, of course, is the opposite of 
the popular belief that test scores would tend to underestimate the 
criterion performance of blacks.) This predictive bias would favor 
blacks in any color-blind selection procedure. Practically all findings 
of predictive bias are of this type, which is called intercept bias, 
because the intercepts, but not the slopes, of the white and black 
regressions differ. In perhaps half of all cases of intercept bias, the 
bias is elminated by using "estimated true scores" instead of obtained 
scores. This minimizes the effect of random error of measurement, 
which (again, contrary to popular belief) favors the lower scoring 
group in any selection procedure. Improving the reliability of the test 
reduces the intercept bias. Increasing the validity of the test in both 
groups also reduces intercept bias. Intercept bias is a result of the 
test's not predicting enough ofthe criterion variance (in either group) 
to account for all of the average group difference on the criterion. 
Intercept bias is invariably found in those situations where the test 
validity is only moderate (though equal for blacks and whites) and 
the mean difference between groups on the criterion is as large as or 
almost as large as the groups' mean difference in test scores. There
fore, a test with only moderate validity cannot predict as great a dif
ference between blacks and whites on the criterion as it should. It 
comes as a surprise to most people to learn that in those cases where 
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FIGURE 3. An example of the most common type of predictive bias: intercept bias. The 
major and minor groups (A and B, respectively) actually have Significantly different 
regression lines YA and YB; they differ in intercepts but not in slope. Thus, equally 
accurate predictions of Y can be made for individuals from either group, provided the 
prediction is based on the regression for the particular individual's group. If a com
mon regression line (Y MB) is used for all individuals, the criterion performance Y of 
individuals in Group A (the higher scoring group on the test) will be underpredicted, 
and the performance of individuals in Group B (the lower scoring group) will be over
predicted; that is, individuals in Group B will, on average, perform less well on the 
criterion than is predicted from the common regression line (YA+B ). The simplest rem
edy for intercept bias is to base prediction on each group's own regression line. 

predictive bias is found, the bias invariably favors (Le., overesti
mates) blacks. I have not come across a bona fide example of the 
opposite finding (Cleary, Humphreys, Kendrick, & Westman, 1975; 
Linn, 1973). 

There are two mathematically equivalent ways to get around 
intercept bias: (1) Use separate regression equations for blacks and 
whites, or (2) enter race as a quantified variable (e.g., 0 and 1) into the 
regression equation. Either method yields equally accurate predic
tion of the criterion for blacks and whites. In the vast majority of 
cases, however, the intercept bias is so small (though statistically sig
nificant) as to be of no practical consequence, and many would advo
cate allowing the advantage of the small bias to the less favored 
group. 

RAw SCORES AND AGE 

During the developmental period, raw scores on IQ tests show 
the same correlation with chronological age and the same form of 
growth curves for blacks as for whites. 
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KINSHIP CORRELATIONS 

The correlations between twins and between full. siblings are 
essentially the same for blacks and whites in those studies that are 
free of artifacts such as group differences in ceiling or floor effects, 
restricted range of talent, or test reliability, which can spuriously 
make kinship correlations unequal. 

EMPIRICAL EVIDENCE ON INTERNAL INDICATORS OF BIAS 

RELIABILITY 

Studies of the internal consistency reliability coefficients of stan
dard tests of mental ability show no Significant differences between 
whites and blacks. 

F ACfOR ANALYSIS 

When the intercorrelations among a variety of tests, such as the 
11 subscales of the Wechsler Intelligence Test, the Primary Mental 
Abilities Tests, the General Aptitude Test Battery, and other diverse 
tests, are factor-analyzed separately in white and black samples, the 
same factors are identified in both groups. Moreover, there is usually 
very high "congruence" (correlation between factor loadings) 
between the factors in the black and white groups. If the tests mea
sured something different in the two groups, it would be unlikely 
that the same factor structures and high congruence between factors 
would emerge from factor analysis of the tests in the two 
populations. 

SPEARMAN'S HYPOTHESIS 

Charles Spearman originally suggested, in 1927, that the varying 
magnitudes of the mean differences between whites and blacks in 
standardized scores on a variety of mental tests were directly related 
to the size of the tests' loadings on g, the general factor common to 
all complex tests of mental ability. Several independent large-scale 
studies involving factor analysis and the extraction of a g factor from 
a number of diverse tests given to white and black samples show 
significant correlations between tests' g loadings and the mean 
white-black difference (expressed in standard score units) on the 
tests, thus substantiating Spearman's hypothesis. The average white-
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black difference on diverse mental tests is interpreted as essentially 
a difference in Spearman's g, rather than as a difference in the more 
specific factors peculiar to any particular content, knowledge, 
acquired skills, or type of test. 

Further support for Spearman's hypothesis is the finding that 
the average white-black difference in backward digit span (BDS) is 
about twice the white-black difference in forward digit span (FDSl. 
BDS, being a cognitively more complex task than FDS, is more highly 
g-loaded (and so more highly correlated with IQ) than FDS. There is 
no plausible cultural explanation for this phenomenon (Jensen & 
Figueroa, 1975l. 

Because g is related to the cognitive complexity of a task, it might 
be predicted, in accordance with the Spearman hypothesis (that the 
white-black difference on tests is mainly a difference in g) that blacks 
would perform less well (relative to whites and Asians) on multiple
choice test items than on true-false items, which are less complex, 
having fewer alternatives to choose among. This prediction has been 
borne out in two studies (Longstreth, 1978l. 

ITEM X GROUP INTERACTION 

This method detects a group difference in the relative difficulty 
of the items, determined either by analysis of the variance of the item 
matrix in the two groups or by correlation. The latter is more direct 
and easier to explain. If we determine the difficulty (percentage pass
ing, labeled p) of each item of the test within each of the two groups 
in question, we can then calculate the correlation between the n 
pairs of p values (where n is the number of items in the testl. If all 
the items have nearly the same rank order of difficulty in each 
group, the correlation between the item p values will approach 1.00. 

The difficulty of an item is determined by a number of factors: 
the familiarity or rarity of its informational or cultural content, its 
conceptual complixity, the number of mental manipulations it 
requires, and so on. If the test is composed of a variety of item con
tents and item types, and if some items are culturally more familiar 
to one group than to another because of differential opportunity to 
acquire the different bits of information contained in different items, 
then we should expect the diverse items of a test to have different 
relative difficulties for one group and for another, if the groups' cul
tural backgrounds differ with respect to the informational content of 
the items. This, in fact, has been demonstrated. Some words in vocab
ulary tests have very different rank orders of difficulty for children 
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in England from those for children in America; some words that are 
common (hence easy) in Englandare comparatively rare (hence dif
ficult) in America, and vice versa. This lowers the correlation of item 
difficulties (p values) across the two groups. If the informational 
demands of the various items are highly diverse, as is usually the 
case in tests of general ability, such as the Stanford-Binet and Wechs
ler scales, it would seem highly unlikely that cultural differences 
between groups should have a uniform effect on the difficulty of 
every item. A cultural difference would show up as differences in the 
rank order of item difficulties in the culturally different groups. Thus, 
the correlation between the rank orders of item difficulties across 
groups should be a sensitive index of cultural bias. 

This method has been applied to a number of tests in large sam
ples of whites and blacks. The general outcome is that the order of 
item difficulty is highly similar for blacks and whites and is seldom 
less similar than the similarity between two random halves of either 
the white or the black sample or between males and females of the 
same race. The cross-racial correlation of item difficulties determined 
in large samples of whites and blacks for a number of widely used 
standardized tests of intelligence or general ability are as follows: 
Stanford-Binet (.98), Wechsler Intelligence Scale for Children (,96), 
Peabody Picture Vocabulary Test (98), Raven's Progressive Matrices 
(.98), the Wonderlic Personnel Test (,95), and the Comprehensive 
Tests of Basic Skills (.94l. The black-white correlation of item diffi
culties is very much lower in tests that were intentionally designed 
to be culturally biased, such as the correlation of .52 found for the 
Black Intelligence Test (a test of knowledge of black ghetto slang 
terms). Because of the extremely high correlations between item dif
ficulties for all of the standard tests that have been subjected to this 
method of analysis, it seems safe to conclude that the factors contrib
uting to the relative difficulties of items in the white population are 
the same in the black population. That different factors in the two 
groups would produce virtually the same rank order of item diffi
culties in both groups would seem miraculous. 

AGE, ABILITY, AND RACE 

It is informative to compare three types of correlations obtained 
within black and white populations on each of the items in a test: (t) 
correlation of the item with age (younger versus older children); (2) 
correlation of the item with ability in children of the same age as 
determined by total score on the test; and (3) correlation of the item 
with race (white versus blackl. We then obtain the correlations 
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among I, 2, and 3 on all items. This was done for the Wechsler Intel
ligence Scale for Children, the Peabody Picture Vocabulary Test, and 
Raven's Progressive Matrices, with essentially the same results in 
each case: (a) The items that correlate the most with age in the black 
group are the same ones that correlate the most with age in the 
white group; (b) in both groups, the items that correlate the most 
with age are the same ones that correlate the most with ability; and 
(c) the items that correlate the most with age and ability within each 
group are the same ones that correlate the most with race. In short, 
the most discriminating items in terms of age and ability are the same 
items within each group, and they are also the same items that dis
criminate the most between the black and white groups. It seems 
highly implausible that the racial discriminability of the items, if it 
was due to cultural factors, would so closely mimic the item's discri
minabilities with respect to age (which reflects degree of mental 
maturity) and ability level (with age constant) within each racial 
group. 

Sociologists Gordon and Rudert (1979) have commented on these 
findings as follows: 

The absence of race-by-item interaction in all of these studies places 
severe constraints on models of the test score difference between races 
that rely on differential access to information. In order to account for the 
mean difference, such models must posit that information of a given dif
ficulty among whites diffuses across the racial boundary to blacks in a 
solid front at all times and places, with no items leading or lagging behind 
the rest. Surely, this requirement ought to strike members of a discipline 
that entertains hypotbeses of idiosyncratic cultural lag and complex 
models of idiosyncratic cultural lag and complex models of cultural dif
fusion (e.g., "two-step flow of communication") as unlikely. But this is not 
the only constraint. Items of information must also pass over the racial 
boundary at all times and places in order of their level of difficulty among 
whites, which means that they must diffuse across race in exactly the 
same order in which they diffuse across age boundaries, from older to 
younger, among both whites and blacks. These requirements imply that 
diffusion across race also mimics exactly the diffusion of information 
from brighter to slower youngsters of the same age within each race. 
Even if one postulates a vague but broad kind of "experience" that 
behaves in exactly this manner, it should be evident that would represent 
but a thinly disguised tautology for mental functions that IQ tests are 
designed to measure. (pp. 179-180) 

VERBAL VERSUS NONVERBAL TESTS 

Because verbal tests, which, of course, depend on specific lan
guage, would seem to afford more scope for cultural influences than 
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nonverbal tests, it has been commonly believed that blacks would 
score lower on verbal than on nonverbal tests. 

A review of the entire literature comparing whites and blacks 
on verbal and nonverbal tests reveals that the opposite is true: Blacks 
score slightly better on verbal than on nonverbal tests. However, 
when verbal and nonverbal items are all perfectly matched for dif
ficulty in white samples, blacks show no Significant difference on the 
verbal and nonverbal tests. Hispanics and Asians, on the other hand, 
score lower on verbal than on nonverbal tests. 

The finding that blacks do better on tests that are judged to be 
more culture-loaded than on tests judged to be less culture-loaded 
can be explained by the fact that the most culture-loaded tests are less 
abstract and depend more on memory and recall of past-acquired 
information, whereas the least culture-loaded tests are often more 
abstract and depend more on reasoning and problem solving. Mem
ory is less g-loaded than reasoning, and so, in accord with Spear
man's hypothesis, the white-black difference is smaller on tests that 
are more dependent on memory than on reasoning. 

DEVELOPMENT TESTS 

A number of tests devised for the early childhood years are espe
cially revealing of both the quantitative and the qualitative features 
of cognitive development-such as Piaget's specially contrived tasks 
and procedures for determining the different ages at which children 
acquire certain basic concepts, such as the conservation of volume 
(i.e., the amount of liquid is not altered by the shape of its container) 
and the horizontality of liquid (the surface of a liquid remains hori
zontal when its container is tiltedl. Black children lag one to two 
years behind white and Asian children in the ages at which they 
demonstrate these and other similar concepts in the Piagetian tests, 
which are notable for their dependence only on things that are uni
versally available to experience. 

Another revealing developmental task is copying simple geo
metric figures of increasing complexity (e.g., circle, cross, square, tri
angle, diamond, cylinder, cubel. Different kinds of copying errors are 
typical of different ages; black children lag almost two years behind 
white and Asian children in their ability to copy figures of a given 
level of complexity, and the nature of their copying errors is indistin
guishable from that of white children about two years younger. 
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White children lag about six months behind Asians in both the Piage
tian tests and the figure-copying tests. 

Free drawings, too, can be graded for mental maturity, which is 
systematically reflected in such features as the location of the hori
zon line and the use of perspective. Here, too, black children lag 
behind the white. 

A similar developmental lag is seen also in the choice of error 
distractors in the mUltiple-choice alternatives on Raven's Progressive 
Matrices, a nonverbal reasoning test. The most typical errors made 
on the Raven test systematically change with the age of children tak
ing the test, and the errors made by black children of a given age are 
typical of the errors made by white children who are about two 
years younger. 

In a "test" involving only preferences of the stimulus dimensions 
selected for matching figures on the basis of color, shape, size, and 
number, 5- to 6-year-old black children show stimulus-matching 
preferences typical of younger white children. 

In summary, in a variety of developmental tasks, the perfor
mance of black children at a given age is quantitatively and qualita
tively indistinguishable from that of white and Asian children who 
are one to two years younger. The consistency of this lag in capabil
ity, as well as the fact that the typical qualitative features of blacks' 
performance at a given age do not differ in any way from the fea
tures displayed by younger white children, suggests that this is a 
developmental rather than a cultural effect. 

PROCEDURAL AND SITUATIONAL SOURCES OF BIAS 

A number of situational variables external to the tests them
selves, which have been hypothesized to influence test performance, 
were examined as possible sources of bias in the testing of different 
racial and social class groups. The evidence is wholly negative for 
every such variable on which empirical studies are reported in the 
literature. That is to say, no variables in the test situation have been 
identified that contribute significantly to the observed average test
score differences between social classes and racial groups. 

Practice effects in general are small, amounting to a gain of about 
5 IQ points between the first and second test, and becoming much 
less thereafter. Special coaching on test-taking skills may add another 
4-5 IQ points (over the practice effect) on subsequent tests if these are 
highly similar to the test on which subjects were coached. However, 
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neither practice effects nor coaching interacts significantly with race 
Qr social class. These findings suggest that experience with standard 
tests is approximately equal across different racial and social class 
groups. None of the observed racial or social class differences in test 
scores is attributable to differences in amount of experience with 
tests per se. 

A review of 30 studies addressed to the effect of the race of the 
tester on test scores reveals that this is preponderantly nonsignificant 
and negligible. The evidence conclusively contradicts the hypothesis 
that subjects of either race perform better when tested by a person 
of the same race than when tested by a person of a different one. In 
brief, the existence of a race of examiner X race of subject interaction 
is not substantiated. 

The language style or dialect of the examiner has no effect on 
the IQ performance of black children or adults, who do not score 
higher on verbal tests translated and administered in black ghetto 
dialect than on those in standard English. On the other hand, all 
major bilingual populations in the Uni£ed States score slightly but sig
nificantly lower on verbal tests (in standard English) than on non
verbal tests, a finding suggesting that a specific language factor is 
involved in their lower scores on verbal tests. 

The teacher's or tester's expectation concerning the child's level 
of ability has no demonstrable effect on the child's performance on 
IQ tests. I have found no bona fide study in the literature that shows 
a significant expectancy (or "Pygmalion") effect for IQ. 

Significant but small "halo effects" on the scoring of subjectively 
scored tests (e.g., some ofthe verbal scales of the Wechsler) have been 
found in some studies, but these halo effects have not been found to 
interact with either the race of the scorer or the race of the subject. 

Speeded versus unspeeded tests do not interact with race or 
social class, and the evidence contradicts the notion that speed or 
time pressure in the test situation contributes anything to the average 
test-score differences between racial groups or social classes. The 
same conclusion is supported by evidence concerning the effects of 
varying the conditions of testing with respect to instructions, exam
iner attitudes, incentives, and rewards. 

Test anxiety has not been found to have differential effects on the 
test performances of blacks and whites. Studies of the effects of 
achievement motivation and self-esteem on test performance also 
show largely negative results in this respect. 
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In summary, as yet no factors in the testing procedure itself have 
been identified as sources of bias in the test performances of different 
racial groups and social classes. 

OVERVIEW 

Good tests of abilities surely do not measure human worth in 
any absolute sense, but they do provide indices that are correlated 
with certain types of performance generally deemed important for 
achieving responsible and productive roles in our present-day 
society. 

Most current standardized tests of mental ability yield unbiased 
measures for all native-born English-speaking segments of American 
society today, regardless of their sex or their racial and social class 
background. The observed mean differences in test scores between 
various groups are generally not an artifact of the tests themselves 
but are attributable to factors that are causally independent of the 
tests. The constructors, publishers, and users of tests need to be con
cerned only about the psychometric soundness of these instruments 
and must apply appropriate objective methods for detecting any pos
sible biases in test scores for the groups in which they are used. 
Beyond that responsibility, the constructors, publishers, and users of 
tests are under no obligation to explain the causes of the statistical 
differences in test scores between various sUbpopulations. They can 
remain agnostic on that issue. Discovery of the causes of the observed 
racial and social-class differences in abilities is a complex task calling 
for the collaboration of several specialized fields in the biological and 
behavioral sciences, in addition to psychometrics. 

Whatever may be the causes of group differences that remain 
after test bias is eliminated, the practical applications of sound psy
chometrics can help to reinforce the democratic ideal of treating 
every person according to the person's individual characteristics, 
rather than according to his or her sex, race, social class, religion, or 
national origin., 

SECOND THOUGHTS ON BIAS IN MENTAL TESTING 

More than 100 reviews, critiques, and commentaries have been 
addressed to my Bias in Mental Testing since its publication in Jan-
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uary 1980. (A good sampling of 27 critiques, including my replies to 
them, is to be found in the "Open Peer Commentary" in Brain and 
Behavioral Sciences, 1980, 3, 325-371.) It is of considerable interest 
that not a single one has challenged the book's main conclusions, as 
summarized in the preceding section. This seemed to me remarka
ble, considering that these conclusions go directly counter to the pre
vailing popular notions about test bias. We had all been brought up 
with the conviction that mental ability tests of nearly every type are 
culturally biased against all racial and ethnic minorities and the poor 
and are slanted in favor of the white middle class. The contradiction 
of this belief by massive empirical evidence pertinent to a variety of 
criteria for directly testing the cultural bias hypothesis has revealed 
a degree of consensus about the main conclusions that seems 
unusual in the social sciences: The observed differences in score dis
tributions on the most widely used standardized tests between 
native-born, English-speaking racial groups in the United States are 
not the result of artifacts or shortcomings of the tests themselves; 
they represent real differences-phenotypic differences, certainly
between groups in the abilities, aptitudes, or achievements measured 
by the tests. I have not found any critic who, after reading Bias in 
Mental Testing, has seriously questioned this conclusion, in the sense 
of presenting any contrary evidence or offaulting the essential meth
odology for detecting test bias. This is not to suggest that there has 
been a dearth of criticism, but criticisms have been directed only at 
a number of side issues, unessential to the cultural bias hypothesis, 
and to technical issues in factor analysis and statistics that are not 
critical to the main argument. But no large and complex work is 
unassailable in this respect. 

Of all the criticisms that have come to my attention so far, are 
there any that would cause important conceptual shifts in my think
ing about the main issues? Yes, there are several important points 
that I am now persuaded should be handled somewhat differently if 
I were to prepare a revised edition of Bias. 

GENERAUZABIUTY OF PREDIcrIVE V AUDITY 

The belief that the predictive validity of a job selection test is 
highly specific to the precise job, the unique situation in which the 
workers must perform, and the particular population employed has 
been so long entrenched in our thinking as to deserve a special name. 
I shall call it the specificity doctrine. This doctrine has been incor
porated as a key feature of the federal "Uniform Guidelines on 
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Employee Selection Procedures" (Equal Employment Opportunity 
Commission, 1978), which requires that where tests show "adverse 
impact" on minority hiring or promotion because of average major
ity-minority differences in test scores, the predictive validity of the 
tests must be demonstrated for each and every job in which test 
scores enter into employee selection. In Bias, I had given rather 
uncritical acceptance to this doctrine, at least as it regards job speci
ficity, but I have since learned of the extremely important research 
of John E. Hunter and Frank L. Schmidt and their co-workers, 
cogently demonstrating that the specificity doctrine is false (e.g., 
Schmidt & Hunter, 1977). This doctrine gained currency because of 
failure to recognize certain statistical and psychometric artifacts, 
mainly the large sampling error in the many typical small-sample 
validity studies. When this error-based variability in the validity coef
ficients for a given test, as used to predict performance in a variety 
of jobs in different situations in different populations, is properly 
taken into account, the specificity doctrine is proved false. Most stan
dard aptitude tests, in fact, have the same true validity across many 
jobs within broad categories of situations and subpopulations. 
Schmidt and Hunter (1981) based their unequivocal conclusions on 
unusually massive evidence of test validities for numerous jobs. They 
stated, "The theory of job specific test validity is false. Any cognitive 
ability test is valid for any job. There is no empirical basis for requir
ing separate validity studies for each job" (p. 11331. 

In Bias, I also gave too much weight to the distinction between 
test validity for predicting success in job training and later actual per
formance on the job. But this turns out to be just another facet of the 
fallacious specificity doctrine. Again, a statistically proper analysis of 
the issue led Schmidt and Hunter (1981) to this conclusion: 

Any cognitive test valid for predicting performance in training programs 
is also valid for predicting later performance on the job ... when employ
ers select people who will do well in training programs, they are also 
selecting people who will do well later on the job. (p. 1133) 

DIFFERENTIAL VALIDITY FOR MAJORITY AND MINORITY GROUPS 

Although the vast majority of studies of the predictive validity of 
college entrance tests and personnel selection tests shows nonsigni
ficantly different validity coefficients, regressions, and standard 
errors of estimate in white and black and Hispanic samples, there are 
occasionally statistically significant differences between the groups 
in these parameters. I now believe I did not go far enough in putting 
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these relatively few deviant findings in the proper perspective, sta
tistically. To do so becomes possible, of course, only when a large 
number of studies is available. Then, as Hunter and Schmidt (e.g., 
1978) have pointed out repeatedly in recent years, we are able to esti
mate the means and standard deviations of the various validity 
parameters over numerous studies in the majority and the minority, 
and by taking proper account of the several statistical artifacts that 
contribute to the between-studies variability of these parameters, we 
can better evaluate the most deviant studies. Such meta-analysis of 
the results of numerous studies supports an even stronger conclu
sion of the general absence of bias in the testing of minorities than I 
had indicated in my book. When subjected to meta-analysis, the few 
deviant studies require no special psychological or cultural expla
nations; they can be interpreted as the tail ends of the between-stud
ies variation that is statistically assured by sampling error and differ
ences in criterion reliability, test reliability, range restriction, 
criterion contamination, and factor structure of the tests. Taking 
these sources of variability into account in the meta-analysis of valid
ity studies largely undermines the supposed importance of such 
moderator variables as ethnic group, social class, sex, and geographic 
locality. I hope that someone will undertake a thorough meta-anal
ysis ofthe empirical studies of test bias, along the lines suggested by 
Hunter and Schmidt (e.g., Schmidt, Hunter, Pearlman, & Shane, 1979L 
Their own applications of meta-analysis to bias in predictive validi
ties has led to very strong conclusions, which they have clearly 
spelled out in the present volume. When applied to other types of 
test bias studies, such as groups-by-items interaction, I suspect it will 
yield equally clarifying results. These potentially more definitive 
meta-analytic conclusions are latent, although not objectively 
explicit, in my own summaries of the evidence in Bias, which in 
some ways probably understated the case that most standard tests 
are culturally unbiased for American-born racial and ethnic 
minorities. 

BILINGUALISM AND VERBAL ABILITY 

A recent article by sociologist Robert A. Gordon (1980), which 
appeared after Bias, is one of the most perceptive contributions I 
have read in the test bias literature. One point in Gordon's article (pp. 
177-180) especially gave me pause. Until I read it, I had more or less 
taken for granted what seemed the commonsense notion that verbal 
tests are biased, or at least highly suspect of that possibility, for any 
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bilingual person, particularly if the verbal test is in the person's sec
ond language. But Gordon pointed out that bilingualism and low ver
bal ability (relative to other abilities), independent of any specific lan
guage, may covary across certain subpopulations merely by 
happenstance, and that not all of the relative verbal-ability deficit is 
causally related to bilingualism per se. The educational disadvantage 
of bilingualism may be largely the result of lower verbal aptitude per 
se than of a bilingual background. Admittedly, it is psychometrically 
problematic to assess verbal ability !independently of general intel
ligence) in groups with varied language backgrounds. But Gordon 
has made it clear to me, at least, that we cannot uncritically assume 
that bilingual groups will necessarily perform below par on verbal 
tests, or that, if they do, the cause is necessarily their bilingualism. 
Gordon noted some bilingual groups that perform better, on the 
average, on verbal tests in their second language than on nonverbal 
reasoning tests. Samples from certain ethnic groups that are entirely 
monolingual, with no exposure to a second language, nevertheless 
show considerable differences between levels of verbal and nonver
bal test performance. Gordon hypothesized that acquisition of 
English would proceed most rapidly among immigrant groups 
natively high in verbal ability, which would lead eventually to a con
founding between low verbal ability and bilingual handicap. He 
noted, for example, that verbal IQ had no relation to degree of bilin
gualism among American Jews, once the children were several 
years in public school. Such findings would seem to call for a more 
thorough and critical assessment of the meaning of lower verbal test 
scores in today's predominant bilingual groups in America. 

INTERPRETATION OF GROUPS X ITEM INTERACTION AS A DETECTOR OF CULTURAL 

BIAS 

The statistical interaction of group X item in the analysis of vari
ance (ANOV A) of the total matrix of groups, subjects, and items has 
been one of the most frequently used means of assessing item bias in 
tests. The method is very closely related to another method of assess
ing item bias, the correlation (Pearson r) between the item p values 
(percentage of each group passing each item) of the two population 
groups in question. A perfect correlation between the groups' p val
ues is the same as a group X item interaction of zero, and there is a 
perfect inverse relationship between the size of the correlation 
between groups' p values and the size of the group X item interac
tion term in the complete ANOV A of the group X item X subject 
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matrix. The advantage of the correlation method is that it yields, in 
the correlation coefficient, a direct indication of the degree of simi
larity (with respect to both rank order and interval properties) of the 
item p values in the two groups, for example, whites and blacks. The 
advantage of the ANOV A group X item interaction method is that it 
provides a statistical test of the significance of the group difference in 
the relative difficulties of the items. 

Applications of both methods to test data on whites and blacks 
have generally shown very high correlations (r > .95) between the 
groups' p values. The group X item interaction is usually very small 
relative to other sources of variance (usually less than 1 % or 2% of the 
total variance), but it is often statistically significant when the sample 
size is large (N > 200l. It has also been observed that if the compari
son groups (usually blacks and whites) are composed of subjects who 
are specially selected on the basis of total scores so as to create black 
and white groups that are perfectly matched in overall ability, the 
correlation between the matched groups' p values is even higher 
than the correlation for unmatched groups, and (in the ANOVA of 
the matched groups) the group X item interaction is appreciably 
reduced, usually to nonsignificance. 

Some critics have interpreted this finding as an indication that 
the black and white groups that are matched on overall ability (e.g., 
total test score) show a smaller group X item interaction because 
they have developed in culturally more similar backgrounds than 
the unmatched samples. However, this is not necessarily so. There is 
no need to hypothesize cultural differences to explain the observed 
effects-at least, no cultural factors that would cause significant 
group X item interaction. The observed group X item interaction, in 
virtually all cases that we have examined, turns out to be an artifact 
ofthe method of scaling item difficulty. Essentially, it is a result ofthe 
nonlinearity of the item-characteristic curve. As I failed to explain 
this artifact adequately in my treatment of the group X item method 
in Bias in Mental Testing, I will attempt to do so here. 

A hypothetical simplest case is shown in the item-characteristic 
curves (ICC) of Figure 4. Assume that the ICC of each item, i and j, is 
identical for the two populations, A and B. The ICC represents the 
percentage of the population passing a given item as a function of 
the overall ability (X) measured by the test as a whole. If an item's 
ICC is identical for the two populations, it means that the item is an 
unbiased measure ofthe same ability in both groups; that is, the item 
is related to ability in the same way for members of both groups. 
When two groups' ICCs are the same, individuals of a given level of 
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FIGURE 4. Hypothetical item-characteristic curves (ICc) for items i and j, illustrating 
the typically nonlinear relationship between probability of a correct response to the 
test item and the ability level of persons attempting the item. 

ability X will have the same probability of passing a given item, 
regardless of their group membership. This is one definition of an 
unbiased item. Therefore, in our simple example in Figure 4, both 
items, i and j, are unbiased items. Yet, they can be seen to show a 
significant group X item interaction. But this interaction is an artifact 
of the nonlinearity of the ICCs. The ICC is typically a logistic or S
shaped curve, as shown in Figure 4. If the means, XA and XB, of two 
groups, A and B, are located at different points on the ability scale, 
and if any two items, i and j, have different ICCs (as is always true 
for items that differ in difficulty), then, the difference LlA between the 
percentage passing items i and j in group A will differ from the dif
ference LlB between the percentage passing items i and j in Group B. 
This, of course, is what is meant by a group X item interaction; that 
is, LlB is significantly greater than LlA • Ifthe ordinate (in Figure 4) were 
scaled in such a way as to make the two ICCs perfectly linear and 
parallel to one another, there would be no interaction. There could 
be no objection to changing the scale on the ordinate, as p (percent
age passing) is just an arbitrary index of item difficulty. It can be seen 
from Figure 4 that matching the groups on ability so that XA = XB 

will result in exactly the same Ll for both groups (i.e., no group X 
item interaction!. 

The practical implication of this demonstration for all data that 
now exist regarding group X item interaction is that the small but 
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significant observed group X item interactions would virtually be 
reduced to nonsignificance if the artifact due to ICC nonlinearity 
were taken into account. It is likely that the correct conclusion is that 
in most widely used standard tests administered to any American
born English-speaking populations, regardless of race or ethnic back
ground, group X item interaction is either trivially small or a non
existent phenomenon. 

This conclusion, however, does not seem to me to be a trivial 
one, as Jane Mercer claims. The fact that item-characteristic curves 
on a test like the Scholastic Aptitude Test (SAT) are the same (or non
significantly different) for majority and minority groups in the 
United States runs as strongly counter to the cultural-bias hypothesis 
as any finding revealed by research. To argue otherwise depends on 
the implausible hypothesis that the cultural difference between, say, 
blacks and whites affects every item equally, and that the cultural 
disadvantage diffuses across all items in a uniform way that perfectly 
mimics the effects on item difficulty of differences in ability level 
within either racial group, as well as differences in chronological age 
within either racial group. A much more plausible hypothesis is that 
either (1) the cultural differences between the racial groups are so 
small as not to be reflected in the item statistics, or (2) the items com
posing most present-day standardized tests have been selected in 
such a way as not to reflect whatever differences in cultural back
grounds may exist between blacks and whites. If test items were typ
ically as hypersensitive to cultural differences (real or supposed) as 
some test critics would have us believe, it is hard to imagine how 
such a variety of items as is found in most tests would be so equally 
sensitive as to show Pearsonian correlations between blacks and 
white item difficulties (p values) in the upper .90s. And even these 
very high correlations, as explained previously, are attenuated by 
the nonlinearity of the ICCs. The total evidence on item bias, in 
numerous well-known tests, gives no indication of a distinctive black 
culture in the United States. 

METHODS OF FACTOR ANALYSIS 

Because all the intercorrelations among ability tests, when 
obtained in a large representative sample of the general population, 
are positive, indicating the presence of a general factor, I believe that 
it is psychologically and theoretically wrong to apply any method of 
factor analysis in the abilities domain that does not permit estimation 
of the general factor. Methods of factor analysis involving orthogonal 
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rotation ofthe factor axes, which submerges the general factor, may 
make as much sense mathematically as any other methods of factor 
analysis, but they make much less sense psychologically. They 
ignore the most salient feature of the correlation matrix for ability 
tests: positive manifold. 

In Bias, I considered various methods of extracting g and the 
group factors. This is not the appropriate place to go into all of the 
technical details on which a comparison of the various methods 
must depend. But now, I would emphasize, more than I did in Bias, 
that in my empirical experience, the g factor is remarkably robust 
across different methods of extraction on the same set of data, and it 
is also remarkably robust across different populations (e.g., male and 
female, and black and whitel. The robustness, or invariance, of g per
tains more to the relative magnitudes and rank order of the individ
ual tests' g loadings than to the absolute amount of variance 
accounted for by the g factor. The first principal component 
accounts for the most variance; the first principal factor of a common 
factor analysis accounts for slightly less variance; and a hierarchical 
or second-order g, derived from the intercorrelations among the 
obliquely rotated first-order factors, accounts for still less of the total 
variance. But the rank orders of the g loadings are highly similar, 
with congruence coefficients generally above .95, among all three 
methods of g extraction. This has been found in more than two 
dozen test batteries that I have analyzed, each test by all three meth
ods. This outcome, however, is not a mathematical necessity. Theo
retically, collections of tests could be formed that would yield consid
erably different g factors by the different methods. This would occur 
when a particular type of ability test is greatly overrepresented in 
the battery in relation to tests of other abilities. The best insurance 
against this possible distortion of g is a hierarchical analysis, with g 
extracted as a second-order factor. 

Rotation of factor axes is often needed for a clear-cut interpreta
tion of the factors beyond the first (which is usually interpreted as 
gl. In Bias (p. 257), I suggested taking out the first principal factor and 
then orthogonally rotating the remaining factors (plus one additional 
factor), using Kaiser's varimax criterion for approximating simple 
structure. This suggested method is inadequate and will be deleted 
in subsequent printings and editions of Bias. A mathematically more 
defensible method, and one that I find empirically yields much 
clearer results, had already been devised (Schmid & Leiman, 1957; 
and Wherry, 1959, using a different computational routine leading to 
the same results). The Schmid-Leiman method is hierarchical; it 
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extracts first-order oblique factors, and from the intercorrelations 
among these, it extracts a second-order (or other higher order) g fac
tor; and then the first-order oblique factors are "orthogonalized"; 
that is, with the g removed to a higher level, the first-order factors 
are left uncorrelated (i.e., orthogonal), The Schmid-Leiman transfor
mation, as it is known, now seems to me to result in the clearest, 
theoretically most defensible, factor-analytic results in the ability 
domain. Like all hierarchical solutions, the Schmid-Leiman transfor
mation is probably more sensitive to statistical sampling error than 
are principal components and common factor analysis, and so its 
wise use depends on reasonably large samples. The Schmid-Leiman 
transformation warrants greater recognition and use in the factor 
analysis of ability tests. In the study of test bias, it seems an optimal 
method for comparing the factor structures of a battery of tests in 
two or more subpopulations, provided the sample sizes are quite 
large (N > 200), 

GENOTYPES AND PHENOTYPES 

I stated in the preface of Bias, and again in my final chapter, that 
the study of test bias is not the study of the heredity-environment 
question, and that the findings on bias cannot explain the cause of 
group differences, except to rule out test bias itself as a possibile 
cause. I emphasized that all that tests can measure directly are phe
notypes: All test scores are phenotypes. The chief aim of the study 
of test bias is to determine whether the measurements of phenotypic 
differences are biased. That is, are they an artifact of the measure
ment technique per se, or do they reflect real phenotypic differences 
in a broader sense, with implications beyond the test scores them
sIeves? My analysis of the massive evidence on this issue led me to 
conclude in Bias, "The observed mean differences in test scores 
between various [racial and social class] groups are generally not an 
artifact of the tests themselves, but are attributable to factors that are 
causally independent of the tests" (p. 740), 

Despite my clearly stated position regarding the study of test bias 
in relation to the heredity-environment question, a number of critics 
and reviewers, in this volume and elsewhere (e.g., "Open Peer Com
mentary," 1980), have insisted on discussing heredity-environment 
in the context of test bias. It makes me think that perhaps I have not 
stated my thoughts on this matter strongly and fully enough in Bias. 
I will try to do so here. 
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Misunderstandings on this issue fall into two main categories: (a) 

Nonbiased test scores mean genetic differences, and (b) if group dif
ferences are not proved to be genetic, they are not really important. 
Both propositions are clearly false, but we must examine them more 
closely to see why. 

a. First, let us look at the belief that if a test has been shown to 
be unbiased, any group difference in test scores must be due to 
genetic factors. The primary fallacy here is the implicit assumption 
that a test's bias (or absence of bias) applies to every criterion that the 
test might conceivably be used to predict. A test score (X) is said to be 
biased with respect to two (or more) groups if it either overpredicts 
or underpredicts a criterion measurement (Y) for one group when 
prediction is based on the common regression of Y on X in the two 
(or more) groups. But there is nothing in the logic of psychometrics 
or statistical regression theory that dictates that a test that is biased 
(or unbiased) with respect to a particular criterion is necessarily 
biased (or unbiased) with repsect to some other criterion. Whether a 
test is or is not biased with respect to some other criterion is a purely 
empirical question. It is merely an empirical fact, not a logical or 
mathematical necessity, that a test that is found to be an unbiased 
predictor of one criterion is also generally found to be an unbiased 
predictor of many other criteria-usually somewhat similar criteria 
in terms of their factorial composition of requisite abilities. But the 
genotype is conceptually quite different from the criteria that test 
scores are ordinarily used to predict-such criteria as school and col
lege grades, success in job-training programs, and job performance. 
Some critics have been overly defensive about the general finding of 
nonbias in so many standard tests for blacks and whites with respect 
to the criterion validity and other external correlates of the test 
scores, which they have apparently viewed as presumptive evi
dence that the scores are probably also unbiased estimators of intel
ligence genotypes in different racial groups. This may seem a plau
sible inference; it is certainly not a logical inference. The issue is an 
empirical one. I have not found any compelling evidence marshaled 
with respect to it. As I have explained in greater detail elsewhere 
(Jensen, 1981), answers to the question of the relative importance of 
genetic and nongenetic causes of the average differences between 
certain racial groups in test performance (and all the correlates of 
test performance) at present unfortunately lie in the limbo of mere 
plausibility and not in the realm of scientific verification. Without a 
true genetic experiment, involving cross-breeding of random sam
ples of racial populations in every race X sex combination, as well 
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as the cross-fostering of the progeny, all currently available types of 
test results and other behavioral evidence can do no more than 
enhance the plausibility (or implausibility) of a genetic hypothesis 
about any particular racial difference. Whatever social importance 
one may accord to the race-genetics question regarding IQ, the prob
lem is scientifically trivial, in the sense that the means of answering 
it are already fully available. The required methodology is routine in 
plant and animal experimental genetics. It is only because this appro
priate well·developed methodology must be ruled out of bounds for 
social and ethical reasons that the problem taxes scientific ingenuity 
and may even be insoluble under these constraints. 

Although it is axiomatic that test scores are measures of the phe
notype only, this does not preclude the estimation of individuals' 
genotypes from test scores, given other essential information. One 
can see the logic of this estimation, using the simplest possible quan
titative-genetic model: 

P=G+E 

where P is the individual's phenotypic deviation from the mean, P, 
of all the individual phenotypic values in the population of which 
the individual is a member; G is the individual's genotypic deviation 
from the mean genetic effect in the population; and E is the individ
ual's deviation from the mean environmental effect in the popula
tion. The (broad) heritability, hZ, of P in the population is defined as 
the squared correlation between phenotypic and genotypic values, 
that is, hZ = ~PG' Methods of quantitative genetics, using a variety of 
kinship correlations, can estimate hZ. (For mental test scores, most 
estimates of hz in numerous studies fall in the range from .50 to .80), 
If we assume, for the sake of expository simplicity, that hZ can be 
determined without sampling error, then it follows from our statis
tical model that we can obtain an estimate, G, of an individual's gen
otypic value, G, given P for that individual: G = hZp. The G, of course, 
has a standard error of estimate, just as any other value estimated 
from a regression equation. In this case, the error of estimate for Gis 
uphv'l - hZ, where Up is the standard deviation of P in the 
population. 

It is seen that all the parameters involved in this estimation pro
cedure are specific to the population of which the individual is a 
member. Therefore, although the statistical logic of G estimation per
mits us to compare the G values of individuals from the same popu
lation, and to test the difference between individuals for statistical sig
nificance at some specified level of confidence, it cannot logically 
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justify the comparison of G values of individuals from different pop
ulations, even if h2 is identical within each of the two populations. In 
other words, the logic of estimation of G from this model within a 
given population cannot be extended to the mean difference between 
two populations. Here is why: If Pc = the mean of two populations, 
A and B, combined and P A and P B are the deviations of the population 
means (on the phenotype) from the composite mean, Pc, then the 
calculation of GA or GB from the model described above would be GA 

= h2PA and GB = h2pB• But in this case, the required h2 is not the h2 

within each population (or within the combined populations), as in 
estimating G for individuals; what is required is the heritability ofthe 
difference between the two populations. But we have no way of 
determining h2 between populations, short of a true genetic experi
ment involving random cross-breeding and cross-fostering ofthe two 
populations. Thus, if the means, P A and P B, of two populations, A and 
B, differ on a given scale, we cannot infer whether it is because GA 

-=1= GB , or EA -=1= EB , or some weighted combination ofthese component 
differences, and this limitation is as true of measurements of height 
or weight or any other physical measurements as it is of mental test 
scores: They are all just phenotypes, and the logic of quantitative 
genetics applies equally to all metric traits. If you believe that Watusis 
are taller than Pygmies because of genetic factors, it is only because 
this belief seems plausible to you, not because there is any bona fide 
genetic evidence for it. We are in essentially the same position 
regarding racial differences in mental test scores. The mistake is to 
assume, in the absence of adequate evidence, that either the plausible 
or the opposite of the plausible is true. All that we mean by true in 
the scientific sense is that the evidence for a given conclusion is 
deemed adequate by the current standards of the science. By the 
standards of genetics, adequate evidence for a definitive conclusion 
regarding the race-genetics mental ability question is not at hand. In 
the absence of adequate evidence, the only defensible posture for a 
scientist is to be openly agnostic. Unfortunately, it is often more dan
gerous to be openly agnostic about the race-IQ-genetics question 
than to be loudly dogmatic on the environmentalist side. 

The fact that a genetic difference between two populations can
not properly be inferred on the basis of estimates of h2 in both pop
ulations, however, should not be misconstrued, as it so often is, to 
mean that the heritability of a trait within each of two groups has no 
implication whatsoever with respect to the causes of the mean dif
ference between the groups. To make the explanation simple, con
sider the case of complete heritability (h2 = 1) within each of two 
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groups for which the distributions of measurable phenotypes have 
different means. The fact is that h2 = 1 severely constrains the POS

sible explanations of the causes of the mean difference between the 
groups. It means that none of the environmental (or nongeneticl fac
tors showing variation within the groups could be the cause of the 
group difference if the groups are, in fact, not genetically different. It 
would mean either (al that the groups differ genetically or (bl that 
the group difference is the result of some nongenetic factor(sl not 
varying among individuals within either group, or both (al and (bl. 
To the extent that the heritability within groups increasingly exceeds 
zero, heritability implies some increasing constraint on the environ
mental explanation of a difference between the groups, the degree of 
constraint also being related to both the magnitude of the mean dif
ference and the amount of overlap of the two phenotypic distribu
tions. Within-group heritability per se, whatever its magnitude, of 
course, could never demonstrate heritability between groups. But no 
knowledgeable person has ever claimed that it does. 

b. If a phenotypic difference between groups cannot be attrib
uted to genetic factors, or if its cause is unknown, is it therefore 
unimportant? Not at all. There is no necessary connection at all 
between the individual or social importance of a phenotypic trait 
and its degree of heritability. The importance of variation on any 
trait or behavior must be judged in terms of its practical conse
quences for the individual and for society, regardless of the causes of 
such variation. For many years now, there has been a very broad 
consensus that the IQ deficit of black Americans is important-not 
because performance on an IQ test per se is important, but because 
of all ofthe "real-life" behavioral correlates ofthe IQ that are deemed 
important by society, and these correlations are largely the same for 
blacks as for whites. The complete disappearance of mental tests 
would not in the least diminish all of the educational, occupational, 
and economic consequences of the fact that, at this time, black Amer
icans, on average, are about one standard deviation below the white 
and Asian populations in general mental ability. The immediate 
practical consequences of this deficit are the same, whether or not 
we understand its cause. What we do know, at present, is that men
tal tests are not the cause of the deficit, but merely an accurate indi
cator of it. 

Lloyd Humphreys (1980al has written tellingly on this point. He 
concluded: 

The phenotypic difference is important, not trivial. It is real, not ephem
eral. It is not a spurious product of the tests and the test-taking situation 
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but extends to classrooms and occupations. Today the primary obstacle 
to the achievement by blacks of proportional representation in higher 
education and in occupations is not the intelligence test or any of its deriv
atives. Instead, it is the lower mean level of black achievement in basic 
academic, intellectual skills at the end of the public school period. It is 
immaterial whether this mean deficit is measured by an intelligence test, 
by a battery of achievement tests, by grades in integrated classrooms, or 
by performance in job training. The deficit exists, it is much broader than 
a difference on tests, and there is no evidence that, even if entirely envi
ronmental in origin, it can be readily overcome. From this point of view 
it is immaterial whether the causes are predominantely genetic or envi
ronmental. (pp. 347-348) 

COMMENTARY ON PREVIOUS CHAPTERS 

545 

From here on, I will comment on specific points that have espe
cially attracted my attention in the other contributions to this vol
ume, taking the chapters in alphabetical order by first author. Natu
rally, I have the most to say about those chapters in which I find 
some basis for disagreement. I see little value in noting all the points 
of agreement. 

BERNAL 

Bernal's main argument is that something he refers to as the 
"total testing ambience" has the effect of depressing the test perfor
mance of minority subjects. Although the meaning of testing ambi
ence is not made entirely clear, it presumably involves certain atti
tudes and skills that are amenable to teaching or to an experimental 
manipulation of the test situation. It is not a novel idea, and there is 
a considerable empirical literature on it. The best studies I could find 
in the literature are reviewed in Chapter 12 ("External Sources of 
Bias") in Bias in Mental Testing. The reviewed studies have taken 
account of practice effects on tests, interpersonal effects (race, atti
tude, expectancy, and dialect of examiner), manner of giving test 
instructions, motivating and rewarding by the examiner, individual 
and group administration, timed versus untimed tests, and the effects 
of classroom morale and discipline on test performance. The over
whelming conclusion from all these studies is that these "ambience" 
variables make a nonsignificant and negligible contribution to the 
observed racial and social class differences in mean test scores on 
standardized tests. If there are published studies that would lead to a 
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contrary conclusion, I have not been able to find them, and Bernal 
has not cited them. 

Bernal states, "As in his previous works, Jensen continued to use 
selected studies to broaden the data base that supports his basic con
tentions" (Chap. 5, p. 172l. Actually, in Bias, I was not selective of the 
studies I cited; I tried to be as comprehensive as feasibly possible in 
reviewing relevant studies. If I have overlooked relevant studies, 
then these should be pointed out, with a clear explanation of how 
their results would alter my conclusions based on the studies I 
reviewed. In all the reviews and critiques of Bias since its publication 
two years ago, I have not seen any attempt to bring forth any evi
dence that I may have overlooked and that would contradict any of 
my main conclusions. If Bernal (and Hilliard) know of any such evi
dence, they have kept it a secret. 

Elsewhere (Jensen, 1976), I have explained why it is logically fal
lacious to infer either test bias or the absence of genetic effects from 
the presence or absence of training effects on test performance. The 
demonstration of a training effect on a particular trait or skill is not 
at all incompatible either with nonbias in the test measuring the skill 
(before or after training) or with a high degree of genetic determi
nation of individual or group differences. An experiment involving a 
group X training design does not logically permit conclusions con
cerning the genetic or nongenetic causes of the main effect of the 
group difference or their interaction with treatments, nor can such 
a design reflect on the culture-fairness of the measuring instrument. 
But this restriction of inference about bias applies only to training 
subjects in the ability, knowledge, or skill measured by the test itself. 
It should not apply to the testing ambience, which includes the 
instructions for taking the test and the atmosphere in which it is 
administered. It is important that all subjects understand the instruc
tions and the sheer mechanics of taking the test. When these situa
tional factors have been experimentally manipulated, however, they 
have generally shown small but statistically significant main effects 
of the experimental treatment, but they have not shown significant 
interactions with race or social class (see Jensen, 1980a, pp. 611-615l. 
We shall see if Bernal's own experiment is an exception to this gen
eral finding. 

But first, two other more general observations are called forth 
by Bernal's chapter. 

Bernal refers mainly to children in test situations, for it is in this 
age group that lack of sophistication in test taking is most likely. But 
the white-black differences in test performance observed among ele-
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mentary-school children are no greater, in standard score units, than 
the racial differences seen between much older groups that have 
become much more test-wise, after completing 12 years of public 
school, or 4 years of college, or an additional 3 or 4 years of post
graduate professional school. Yet, differences of one standard devia
tion or more are found between whites and blacks on the Armed
Forces Qualification Test, on college entrance exams such as the SAT, 
on the Graduate Record Exam (taken after college graduation), on the 
Law School Admission Test and the Medical College Aptitude Test 
(taken after prelaw and premedical college programs), and on state 
bar exams (taken after graduation from law schooll, which, accord
ing to the National Bar Association, are failed by three out of four 
black law school graduates-a rate two to three times that of their 
white counterparts. Data provided by the test publishers on these 
various post-high-school tests, based on nationwide test scores 
obtained in recent years, are summarized in Table 1 in terms of the 
mean difference between the white and minority groups, expressed 
in standard deviation units (i.e., the mean difference divided by the 

TABLE 1 
Mean Difference (in Standard Deviation Units) between Whites and Blacks 

(W-B) and Whites and Chicanos (W-Cl on Various College and Postgraduate 
Level Tests· 

Test 

Scholastic Aptitude Test-Verbal 
Scholastic Aptitude Test-Math 
American College Test 
National Merit Qualifying Exam. 
Graduate Record Exam-Verbal 
Graduate Record Exam-Quantitative 
Graduate Record Exam-Analytical 
Law School Admission Test 

Medical College Admission Test 
Verbal 
Quantitative 
Information 
Science 

Difference in SD units 

W-B 

1.19 
1.28 
1.58 
1.11 
1.43 
1.47 
1.61 
1.55 

Minoritiesb 

1.01 
1.01 
1.00 
1.27 

W-C 

0.83 
0.78 
1.22 

0.81 
0.79 
0.96 
1.62 

"From statement submitted by Educational Testing Service (Princeton, N.J.) to the u.s. House of 
Representatives Subcommittee on Civil Service, in a hearing on May 15, 1979. 

bDifferences here are smaller than those typically found for blacks and larger than those typically 
found for Chicanos, reflecting the fact that the minority data reported here are based on both 
blacks (N = 2406) and Chicanos (N = 975l. 
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average of the SDs of the two groups being comparedl. The groups 
taking these tests are all self-selected persons at advanced levels of 
their education who have already had considerable experience in 
taking tests in school and presumably understand their reasons for 
taking these admissions tests. And they surely appreciate the impor
tance of scoring well on them. Hence, it is hard to put much stock in 
Bernal's claim that minority persons perform less well on tests 
because they are less sophisticated about them and that they "are 
being 'put on the spot' to perform like whites on tasks that are of no 
relevance to them." Is the bar exam of no relevance to a person who 
has completed 12 years of public school, 4 years of college, and 3 
years of law school, and who wants to practice law? 

Bernal's "test ambience" theory also seems an inadequate expla
nation of why some tests show larger white-black differences than 
others-even tests as similar as the forward and backward digit-span 
test of the Wechsler Intelligence Scales. The white-black difference 
is about twice as great (in SD units) for backward as for forward digit 
span, even though both tests are given in close succession in the same 
"ambience." But backward digit span is more highly correlated with 
the IQ and the g factor than is forward digit span, and this is true 
within each racial group (Jensen & Figueroa, 1975l. . 

A difference in motivation remains a highly dubious explanation 
of majority-minority differences. For one thing, there is simply no 
good evidence for it. In general, motivation, in the sense of making a 
conscious, voluntary effort to perform well, does not seem to be an 
important source of variance in IQ. There are paper-and-pencil tests 
and other performance tasks that do not superficially look very dif
ferent from some IQ tests and that can be shown to be sensitive to 
motivational factors, by experimentally varying motivational 
instructions and incentives, and that show highly reliable individual 
differences in performance but show no correlation with IQ. And 
minority groups do not perform differently from whites on these 
tests. Differences in IQ are not the result of some persons' simply 
trying harder than others. In fact, there is some indication that, at 
least under certain conditions, low scorers try harder than high scor
ers. Ahern and Beatty (1979), measuring the degree of pupillary dila
tion as an indicator of effort and autonomic arousal when subjects 
are presented with test problems, found that (a) pupillary dilation 
was directly related to the level of problem difficulty (as indexed both 
by the objective complexity of the problem and the percentage of 
subjects giving the correct answer), and (b) subjects with higher psy
chometrically measured intelligence showed less pupillary dilation 
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to problems at any given level of difficulty. (All the subjects were uni
versity students.! Ahern and Beatty concluded, 

These results help to clarify the biological basis of psychometrically
defined intelligence. They suggest that more intelligent individuals do not 
solve a tractable cognitive problem by bringing increased activation, 
"mental energy" or "mental effort" to bear. On the contrary, these indi
viduals show less task-induced activation in solving a problem of a given 
level of difficulty. This suggests that individuals differing in intelligence 
must also differ in the efficiency of those brain processes which mediate 
the particular cognitive task. (p. 1292) 

Bernal's experiment was intended to test his ambience theory. 
Essentially, four groups of eighth-graders were given two brief cog
nitive tests (number series and letter seriesl. The groups were white 
(W), black (B), monolingual English-speaking Mexican-Americans 
(Mi) and bilingual Mexican-Americans (M2l. A random half of each 
group was tested under standard conditions (control), and the other 
half (experimental) of each group was tested under special condi
tions of instruction, prior practice on similar test items, and so on, 
intended to improve test performance. The control groups were 
tested by a white examiner, the experimental groups by examiners 
of the same minority ethnic background as the subjects. In addition, 
Bernal states that the "facilitation condition combined several facili
tation strategies designed to educe task-related, problem-solving 
mental sets that cannot be assumed to occur spontaneously in all sub
jects ... and that seem to assist in concept attainment." The exact 
nature of these "facilitation conditions" is not described. Hence, if 
they produced significant results, other investigators would be at a 
loss in their attempts to replicate the study. Whether the experimen
tal treatment was in any way importantly different from those in 
other studies that have manipulated instructions, coaching, practice, 
examiner's demeanor, and so on, prior to the actual test, cannot be 
determined from Bernal's account. But a plethora of other studies in 
this vein have yielded preponderantly negative results with respect 
to Bernal's hypothesis, that such facilitating treatment should have a 
greater advantageous effect on blacks and Mexican-Americans' test 
performance than on whites' performance. 

The results of Bernal's experiment can be seen most easily when 
presented graphically. Figures 5 and 6 show the mean scores of the 
four ethnic groups under the experimental and control conditions 
for the letter series and the number series tests. Figure 7 shows the 
mean difference (on each test) between the experimental and control 
conditions for each ethnic group. . 
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FIGURE 5. Mean scores on letter series test of white (W) and black (B), English-speaking 
(Mt) and bilingual (Mz) Mexican-Americans, under the control (standard test instruc
tions) and experimental (facilitating pretest experience) conditions. 

Bernal commits an unfortunately rather common error in statis
tical logic in interpreting his results.1 It has been termed a Type III 
error: testing an inappropriate hypothesis that is mistaken for the 
intended one. Bernal performed ANOV A separately on the control 
condition and found that the ethnic groups differed significantly (p 
= .04 for the letter series and p = .006 for the number series), Then, 
he did an ANOV A separately on the experimental condition and 
found that the ethnic groups did not differ significantly (p = .483 for 
the letter series and p = .24 for the number series), He then con
cluded that his "ambience" hypothesis is substantiated because the 
four ethnic groups differed significantly under the standard test 
administration condition and differed nonsignificantly under the 

tThree months or so before writing this commentary, I personally spoke to Dr. Bernal 
about this statistical faux pas and suggested that he might wish to emend his paper 
accordingly, so that I wouldn't have to devote any of my commentary to criticizing 
his analysis on this point. I have since received no communication about this matter, 
from Dr. Bernal. I have asked the editors to solicit a reply to my comments from Dr. 
Bernal, to be appended to this chapter. 
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test-facilitating condition. But this reasoning is a Type III error-an 
error in statistical logic-because it does not provide a test of the 
essential question: Did the ethnic groups differ significantly in the dif
ference between the experimental and the control conditions? That 
is, do the data points in Figure 7 differ significantly among the ethnic 
groups? 

Of what interest is the hypothesis that the significance level of 
the difference between ethnic groups under the control condition is 
different from that under the experimental condition? If that were 
really the hypothesis of interest, then we should be presented with 
a significance test of the difference between the p values for the eth
nic groups' main effect under the experimental (E) and control (C) 
conditions. But that is not ~he question we want to have answered. 
What we really want to know is whether the experimental treat
ment had significantly different effects (i.e., Experiment-Control; E
C) on the various ethnic groups. 

Fortunately, Bernal, apparently unknowingly, provides the 
proper test of this hypothesis in the ANOV As of his Tables 5 and 6, 
in which the interaction of treatment X race (A X B in Bernal's 
tables) is the proper test of the hypothesis. He notes, correctly, that 
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FIGURE 7. The mean difference between the experimental and the control conditions 
for each ethnic group on the letter series and number series tests. The differences 
between ethnic groups on the E-C differences (for each test) are what constitute the 
group X treatment interaction. It is nonsignificant for both the letter series (F = .67, 
df = 3,168, P = .575) and the number series (F = 2.17, df = 3,168, P = .092). 

these interactions are nonsignificant by the usual criteria (for the 
number series, p = .092; for the letter series, p = .575l. (Post hoc 
Scheffe tests of the contrasts between the E-C difference for the white 
group and the overall mean E-C difference of the three minority 
groups are, of course, also nonsignificant for both the letter series 
and the number series. In other words, the effect of the treatment 
was not significantly greater for the minorities than for the whites,) 
The smaller p of .092 for the number series, as we can see in Figure 
7, depends mainly on the anomalous condition that the treatment 
effect resulted in lower test scores in the white group. It also seems 
unexpected that the Ml group (monolingual English-speaking Mexi
can-Americans) showed a greater enhancement of test scores by the 
treatment than did the bilingual Mexican-Americans (Group Mzl. Of 
course, the similarity in configuration of the group mean E-C differ
ences shown in Figure 7 for the two tests does not carry the same 
significance as if the two tests were based on independent groups. 
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Because the same subjects took both tests, which were undoubtedly 
correlated, sampling errors would produce similar profiles of group 
means for both tests. Because both tests were intended to measure 
the common factor found in intelligence tests, it would have been'a 
stronger design to have combined the two test scores (after conver
sion to standard scores) for each subject. This procedure would have 
minimized test-specific variance and maximized (for the given data) 
the common-factor variance, making the results potentially of more 
general interest. Considering the unimpressive significance levels of 
the group X treatment interactions for the separate tests, however, 
it is unlikely that the combined scores would appreciably enhance 
the significance of the interaction. 

In summary, the result of Bernal's experiment, when correctly 
interpreted, does not statistically substantiate his "test ambience" 
hypothesis; instead, it is quite in line with the preponderance of 
many other experiments in the same vein, which have similarly 
yielded nonsignificant treatment X race (and treatment X social 
class) interactions (see Jensen, 1980a, Chap. 12). 

EYSENCK 

Eysenck has presented a comprehensive and well-balanced 
review of the main lines of contemporary thinking and empirical 
evidence bearing on the causes of the observed differences in mental 
test scores (and all their socially important correlates) among various 
populations. As I find practically nothing in Eysenck's presentation 
to which I would take exception, and as I have fully spelled out my 
own views in this area in my latest book (Jensen, 1981), I will here 
comment only on a point that seems perpetually to confuse many 
readers of this literature and to which Eysenck does not point with 
sufficient warning. It all falls under the heading of what I once 
labeled the sociologist s fallacy (Jensen, 1973, p. 235) because I came 
across it most often in the writings of SOCiologists. As I point out in 
my comments on Mercer's work, the sociologist's fallacy seems to be 
one of the main pillars of her advocacy of tests with pluralistic 
norms. 

In its simplest form, the sociologist's fallacy consists of attribut
ing an exclusively causal role to socioeconomic status (SES). SES is 
usually indexed by a host of variables, in some weighted combina
tion, such as occupational prestige; amount and sources of income; 
amount of formal education; size, condition, and neighborhood of 
the home; reading material and other amenities in the home; and 
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membership in CIVIC, cultural, and social organizations. These 
indiCes are all highly intercorrelated, so the measurement of anyone 
of them pulls along with it all the others to a large extent. 

Eysenck points out that many studies show that when blacks 
and whites are equated on one of the standard composite indices of 
SES, the mean black-white IQ difference is generally reduced by 
something like one-third of a standard deviation. This assertion is fac
tually true. But then readers should immediately beware of making 
any causal inference, lest they fall into the sOciologist's fallacy. For 
unless we already know that SES is one of the causal factors in IQ 
variance and that IQ is not a causal factor in SES variance, then the 
interpretation of the reduction in the black-white IQ difference 
when the groups are equated (either by direct matching or by statis
tical regression) on SES is at risk for the sociologist's fallacy. Without 
the prior knowledge mentioned above, the reduction in IQ difference 
must be interpreted as the maximum IQ difference between the races 
that could be attributed to the causal effect of the fact that the races 
differ, on average, in SES. It is 10gicallJ possible that equating the 
racial groups on SES could reduce the IQ difference to zero, and yet, 
not one bit of the IQ difference would be causally attributed to SES. 
As Eysenck points out, the one inference that we are logici:llly justi
fied in drawing from IQ studies that equate blacks and whites (or any 
other groups) on SES is that the reduction in the mean IQ difference 
(generally 3-5 IQ points ofthe I5-point overall mean black-white dif
ference) is the largest part of the race difference that could be 
causally attributed to all the variables subsumed in the SES index. 
The evidence thus clearly shows that the race difference in IQ cannot 
be explained entirely in terms of the SES difference. And because we 
know from other evidencez that, within each race, IQ has a stronger 
causal relationship to SES than SES has to IQ, whatever reduction in 
the black-white IQ difference results from equating the two groups 
on SES is a considerable overestimate of the effect of SES on the IQ 
difference. 

The few simple path diagrams in Figure 8 shows the most 
obvious possibilites for the causal connections among race, SES, and 

ZFor example, the correlation between individuals' IQs and the SES of the parental 
homes in which the individuals are reared is much lower than the correlation 
between individuals' IQs and the SES that they themselves attain as adults. Also, on 
average, persons who are brighter than their parents (or siblings) attain higher SES 
as adults than that of their parents (or siblings). Thus, high IQ is causally related to 
upward SES mobility, and low IQ is causally related to downward SES mobility. 
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(0) 

(b) 

FIGURE 8. Path models illustrating possible forms of causal connections (arrows) 
among race, social class (SES), and IQ. 

IQ. There is no implication in any of these path models that any of 
these three variables is exclusively the cause of any of the others. IQ 
and SES are multiply determined by many factors, both environmen
tal and genetic. In each model, the arrows represent the direction of 
the causal connections between variables. 

Model (al is the implicit assumption underlying all the varied 
manifestations of the sociologist's fallacy. If this model were indeed 
correct, we would be justified in matching races on SES when com
paring their IQs, or in partialing SES out of any correlations between 
race and IQ. But this model is clearly contradicted by evidence that 
shows that there is not just a one-way causal connection going from 
SES to IQ. The arrow from race to SES in this model would be due to 
racial discrimination, unequal educational and employment oppor
tunities, and any other racial-cultural factors (other than IQl that 
might affect social mobility. Readers should especially note that the 
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genetic question per se is not addressed by any of these models. Race 
in these models denotes all characteristics associated with race, 
except the variables subsumed under the SES index, regardless of 
whether they are genetic or cultural in origin. 

Model (b) has been much less frequently considered than Model 
(a), and there is much less good evidence pertaining to it, other than 
correlational data. 

Model (c) seems more realistic than Model (a) or (b), but it is prob
ably too simple in omitting any causality from SES to IQ, although 
the extent of that causality is not at all well established by empirical 
evidence. It was on this very point that the necessity of discarding 
Burt's (1921) questionable (probably fraudulent) "data" on monozy
gotic twins reared apart constituted the greatest loss to our knowl
edge on this matter. 

Model (d) is inadequate because there is good evidence that, in 
adults, SES attainment is caused to some extent by IQ. 

Model (e) is probably the most appropriate, as it expresses all of 
the empirically known and plausible relationships, particularly the 
two-way interaction between IQ and SES. Perhaps, someone will col
lect all the relevant empirical data and, using the method of path 
analysis, determine which of these several models (or possibly oth
ers) shows the best fit to all the data. 

Eysenck mentions still another approach to the study of the con
nection between race and SES with respect to mental ability differ
ences. This involves an examination of the profile of race differences 
and of SES differences across a number of tests of various abilities. If 
the profiles of race and SES differences are dissimilar, this dissimilar
ity is strong evidence that the causal factors in the race difference are 
not the same as the causes of the SES differences observed within 
each race. 

In this connection, I refer to the study by Reynolds and Jensen 
(1980; 1983) discussed by Eysenck. Blacks and whites (270 of each) 
from the national standardization sample of the WISC-R were per
fectly matched on full-scale IQ, and a comparison was made from the 
profiles of the two groups on the 12 subscales of the WISC-R. It was 
found that whites and blacks differed significantly on certain sub
scales, even when they were perfectly equated on overall IQ. As the 
white subjects were specially selected to match the black subjects in 
IQ, and the mean of the white IQ distribution is about one standard 
deviation higher than the black mean, we are faced with possible 
regression artifacts in the profile of subtest scores of the selected 
white group. As these subjects were selected largely from the lower 
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half of the white IQ distribution, their scores on the 12 subscales 
would be expected to regress upward (toward the white mean) by 
varying amounts, depending on the reliability of the subscales and 
on their degree of correlation with the full-scale IQ. Therefore, the 
method used in this study, based on matched groups, could produce 
results that are simply artifactual if the regression effects are large 
enough. 

Fortunately, there is a better method for comparing the black 
and white subtest profiles when the groups are, in effect, equated on 
full-scale IQ. Reynolds and I have now applied this method, using the 
entire national standardization sample of 1,868 whites and 305 blacks 
(Jensen & Reynolds, 1982). The sampling method for obtaining these 
groups ensures that they are highly representative of the white and 
black populations in the United States. 

We used the point-biserial correlation (rpb) as the measure of the 
average white-black difference. (Whites are coded 1, blacks are 
coded 0, in computing the point-biserial r, so that a positive rpb indi
cates that whites score higher than blacks, and a negative rpb indi
cates that whites score lower than blacks), The rpb has a perfect 
monotonic relationship to the mean group difference expressed in 
standard score units, and within the range of mean differences found 
in this study, the relationship between rpb and the mean difference 
is almost perfectly linear, so the relative differences among the var
ious subtests are not distorted by the rpb scale as an index ofthe racial 
difference. To show the profile of racial differences when the groups 
are equated on full-scale IQ (FSIQ), one simply partials out the FSIQ 
from the race X subscale r ps' Figure 9 shows the results of this anal
ysis. We see that partialing out full-scale IQ reduced most of the 
point-biserial correlations between race and subtests to near zero; 
but with such a large number of subjects, five of the partial correla
tions were significant at the .05 level (indicated by asterisks), When 
whites and blacks were statistically equated for FSIQ, the whites sig
nificantly exceeded blacks on Comprehension, Block Designs, Object 
Assembly, and Mazes. The latter three subtests mD, OA, and M) 
appear to represent a spatial visualization factor. (Other studies, too, 
have shown that blacks perform relatively poorly on spatial ability 
tests, which are invariably the low points in the average ability pro
files of blacks.) The difference on the Comprehension test cannot be 
attributed to the g factor (which was partialed out via the FSIQ) or to 
a verbal factor per se, as three other tests that are highly loaded on 
the verbal factor showed negligible differences. In fact, the best mea
sure of the verbal factor, Vocabulary, showed zero difference 
between IQ-equated whites and blacks. When equated with the 
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FIGURE 9. Point-biserial correlation as an index of white-black mean difference on 
full-scale IQ and on each of 13 subtests of the WISC-R (Wechsler Intelligence Seale for 
Children-Revised). The upper profile shows the actual group differences. (All are sta
tistica~ly significant.> The lower profile shows the white~black differences on the 13 
subtests after full-scale IQ has been partialed out, in effect equating the racial groups 
on general intelligence. Those differences that are significant beyond the .05 level are 
indicated by asterisks. (I-Information, S-Similarities, A-Arithmetic, V-Vocabu
lary, C-Comprehension, DS-Digit Span, PC-Picture Completion, PA-Picture 
Arrangement, BD-Block Designs, OA-Object Assembly, Cod-Coding [Digit Symbol], 
M-Mazes, T-Tapping [Knox Cubes]'> 

whites for IQ, the blacks performed Significantly better than the 
whites on Arithmetic and Digit Span. These subtests, along with. Cod
ing and Tapping (on which blacks also excelled) are the only WISC
R tests that are loaded on a short-term memory factor, which c,an be 
classed as a Level I ability (Jensen, 1974; Jensen & Figueroa, 1975; Ver
non, 1981l. 

The profile of the partial correlations is correlated .96 with the 
profile of mean differences (in standard score units) obtained by 
direct matching of whites and blacks in the analysis by Reynolds and 
Jensen (1980), Apparently, the possible regreSSion effects due to 
matching subjects from populations with different means did not 
result in much, if any, distortion of the white-black differences in 
subtest profiles. 
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The same correlation analysis (using Pearson r) was performed 
with respect to SES (rated on a 5-point scale) in the white sample (N 

= 1,895), That is, full-scale IQ was partialed out of the correlations 
between SES and each of the subtests. The profile of partial correla
tions (indicating the size of the SES difference on each of the subtests) 
looks quite different from the corresponding profile for white-black 
differences. The correlation between the SES and race profiles is neg
ative:- .45. In other words, the pattern of ability differences between 
whites and blacks was quite different-almost the opposite-from 
the pattern of differences associated with SES. The black-white dif
ferences, therefore, cannot be interpreted as an SES difference. 

The pattern of nonpartialed correlations (representing white
black differences) in Figure 9 is also relevant to the Spearman 
hypothesis, which states that the magnitudes of white-black differ
ences on various tests are directly related to the g loadings on the 
tests (Spearman, 1927, p. 379l. The WISC-R for the total sample (N = 
2,173) was subjected to a hierarchical factor analysis, using the 
Schmid-Leiman (1957) procedure, to yield a second-order g factor. As 
a test of the Spearman hypothesis, the g loadings of the 13 subtests 
were correlated with the profile of rpb's (the upper profile in Figure 
9), giving a Pearson r of + .76, df = 12, P < .01, which more or less 
bears out Spearman's hypothesis. But in evaluating this correlation 
of + .76, one must take into account the profile reliabilities of the g 
loadings and of the white-black differences (rpbl. This was done by 
splitting the sample randomly in half and performing the same anal
ysis separately in both halves. When the profile reliabilities are taken 
into account, so as to correct the correlation between g loadings and 
white-black differences for attenuation, the corrected correlation is 
+ .84. Thus, the Spearman hypothesis is clearly supported, at least in 
the sense that g is the most important factor in the race difference. 
But it is not the only factor contributing to the difference. As indi
cated by the analysis in Figure 9, the groups also differed, albeit 
slightly, on other ability factors independent of g, particularly spatial 
ability (in favor of whites) and short-term memory (in favor of 
blacksl. 

BARRINGTON 

Before looking at Harrington's major thesis, a number of side 
issues raised in his chapter call for comment. Some are misleading. 

Harrington states, itA test is considered biased if and only if the 
effects of such interaction [Le., group X item interaction] lead to 
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group differences in means, in predictive validities, or in standard 
errors of estimate of the test (Jensen, 1980)" (Chap. 3, p. 110!. The ref
erence to Bias would make it appear that this is a paraphrase of 
something I have said, but the fact is, I have never said anything of 
the kind and, in fact, have said exactly the opposite. What I have said 
in Bias is as follows: 

It should be kept in mind that a significant and large group X items 
interaction can exist even though the groups do not differ at all in their 
overall mean test score. This means that, according to the criterion of a 
group X items interaction, a test may be markedly biased without there 
being an iota of difference between the group means. (p. 435) A test in 
which item biases with respect to different subpopulations are "balanced 
out" is still regarded as a biased test from a psychometric standpoint. (p. 
455) 

The determination of test bias does not hinge on whether two (or 
more) subpopulations do or do not show significant differences in 
mean test scores. If a test does not behave the same internally in the 
various groups-that is, if there are differences in the reliability, fac
tor structure, and rank order of item difficulties (i.e., group X item 
interaction)-then the test's construct validity is suspect as an unbi
ased measure of ability across the various groups. 

Harrington describes hypothetical methods by which test items 
could be selected that would ensure creation of a biased test, in terms 
of the several standard criteria of bias explicated in Bias in Mental 
Testing (Chap. 9). No one questions that biased tests can be con
structed, if one wishes to work at it. But that is not how real tests are 
actually constructed. If one believes that the mean white-black dif
ference on virtually all cognitive tests is the result of bias in item 
selection, it should be possible to demonstrate that it is possible to 
reverse the direction of the white-black difference in mean test 
scores by making some other biased selection from a pool of items 
that measure g, that is, that involve some form of relation eduction, 
for that is the essence of the g factor common to all cognitive tests, 
and it is the largest factor in the white-black difference. No one has 
claimed that whites and blacks differ, or differ in one direction only, 
on all conceivable behavioral measurements. The claim is made only 
about intelligence or cognitive ability tests insofar as these are loaded 
on the g factor common to the vast majority of such tests. So far, no 
one has been able to devise a cognitive test that reverses the white
black difference, despite numerous intensive efforts to do so 
(reviewed in Bias!. The so-called "chitlin" test of knowledge of black 
ghetto slang, or the very similar Black Intelligence Test, or the BITCH 
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test, does not qualify as a successful attempt in this vein, as none of 
them has demonstrated construct validity of any kind, or factorial 
validity for any mental abilities, or predictive validity for any prac
tical criteria. At most, these "tests" can claim only face validity, as 
measures of knowledge of black ghetto argot, and there is not even 
evidence that they are psychometrically adequate measures of that. 
Scores on these tests are most probably negatively correlated with 
the kind of upward socioeconomic mobility that is the proclaimed 
goal of the black leadership in the United States. 

It would be surprising, of course, if these tests of black argot, like 
all vocabulary tests, did not also have some g loading within the 
group that uses this particular argot. But the extreme subcultural 
specificity of such tests makes them unsuitable as measures of any 
broad cognitive abilities, such as g and verbal ability, even among 
black Americans. The BITCH test, for example, has shown correla
tions of - .04 with the Wechsler Adult Intelligence Scale (W AIS) Ver
bal IQ, + .13 with Performance IQ, + .04 with full-scale IQ, and a cor
relation of - .33 with level of education in a black sample averaging 
two and one-half years of college (Matarazzo & Wiens, 1977). 

Harrington states: "It is possible that whatever intelligence tests 
measure is devoid of evolutionary significance or survival value" 
(Chap. 3, p. 130). Yes, "possible," but most improbable. The one fea
ture that most distinguishes the human species from the rest of the 
animal kingdom is humans' superior intelligence, made possible by 
the biological evolution of a large and complex cerebrum. The cere
brum has tripled in size in the course of human evolution, despite 
the fact that there are many anatomical and perinatal disadvantages 
to increased brain and cranial size. The only selective advantage in 
the evolution of greater brain size is the more complex behavioral 
capacities that it confers. The greatest development of the brain has 
been of the neocortex, especially those areas serving speech and 
manipulation. Tools found with fossil remains indicate that increas
ing brain size was accompanied by the increasing complexity of 
tools, and along with the development of complex tools are also 
found artistic drawings on the walls of caves. In the last 1 or 2 million 
years, the strongest selection pressure in humans has been for 
behavioral traits of increasing complexity, accompanied by the 
increasing size and complexity of the cerebrum. Konrad Lorenz 
(1973), the first behavioral scientist to win a Nobel prize, has 
expounded the thesis that the evolution of the complex functions of 
the human brain that make possible such intelligent operations as 
comparing, analyzing, separating, seeing relationships, classifying, 
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counting, abstracting, conceptualizing, recalling, imagining, plan
ning, and the like came about from selection by environmental 
demands acting directly on the behaviors made possible by increas
ingly complex nervous functions. These are the behavioral capacities 
that, in large part, are measured by our present tests of mental abil
ity, in which the largest unidimensional part of the individual differ
ences variance is termed the g factor. Independent evidence that our 
present most g-loaded tests tap an ability that has undergone direc
tional selection in the course of human evolution is the presence of 
genetic dominance deviation, revealed in quantitative-genetic analy
ses of test data. Dominance effects are revealed especially in studies 
of inbreeding depression, which is found for IQ as well as for certain 
physical traits. Stature, for example, has also increased in the course 
of evolution and also shows genetic dominance (Jensen, 1978l. 
Genetic dominance (and other nonadditive effects of genes) increases, 
as a result of selection, for those traits that are advantageous in the 
species' struggle for survival. 

Harrington suggests that the reason that the observed racial 
group differences on tests remain even when a test shows identical 
predictive validity for both racial groups is that the measurement of 
the criterion is itself as biased as the predictor test. One explanation 
for bias in the criterion measurement, he hypothesizes, is that the 
same biased test-item selection procedures that are used in the con
struction of the predictor test are also used in the construction of the 
criterion test, making it equally biased. 

There is nothing we know that would a priori rule out this pos
sibility for some particular rare tests and the criteria on which their 
validity is based. But I believe that the hypothesis is of very limited 
generality and cannot be accepted as an explanation of the typical 
majority-minority differences in test scores or the typical finding 
that the test scores are unbiased predictors of educational and occu
pational criteria. First of all, there is no general evidence (aside from 
Harrington's experiment) that the usual item-selection procedures 
used in test construction will automatically bias a test against a 
minority group. Second, not all validity studies are based on corre
lating a predictor test with a similarly constructed criterion test (e.g., 
a standardized scholastic achievement test). The criterion measure is 
often an actual work sample, an objective productivity measure, per
formance ratings, or course grades. Often, when the criterion mea
sure is a test score, it is from an informally constructed test, such as 
most teacher-made tests, examinations in college courses, and spe
cific job-knowledge tests-none of them based on the classical tech-



TEST BIAS: CONCEPTS AND CRITICISMS 563 

niques of item selection. Yet, scores on these tests and all the other 
types of criterion measures also show majority-minority differences 
and are predicted with equal validity in majority and minority 
groups by standard aptitude tests. The tremendous variety of criteria 
that are predicted by aptitude tests and the many hundreds of studies 
that have failed to show significant differential validity for whites, 
blacks, and Hispanics render highly improbable the hypothesis that 
congruent biases in predictor tests and criteria account for the group 
differences and the absence of differential validity. 

Harrington's main thesis is based on an interesting experiment 
with six genetically different inbred strains of laboratory rats. They 
were given multiple learning trials in a set of mazes with varied stim
ulus attributes and problem configurations in which the rats' perfor
mance was scoreable, analogous to the items of a psychometric test. 
From the total set of all possible scoreable units ("items") of learning 
performance in these mazes, tests were made up by selecting a sub
set of "items," by the use of one of the classical selection criteria in 
psychometric practice: the item-test correlation. Different propor
tions of the various genetic strains of rats were included in the "stan
dardization sample" on which the subset of "items" was selected. It 
was then found that the mean test scores (based on the selected sub
set of "items") differed across the various strains. The mean scores 
were directly related to the proportional representation of each 
strain in the "standardization sample." From these results of the 
experiment, Harrington has drawn the following generalizations: 

First, the mean performance of homogeneous groups on tests tends 
to vary directly with the extent of representation of the groups in the pop
ulation used for psychometric construction of the tests. 

Second, the predictive validity of tests for members of homogeneous 
groups tends to vary directly with representation of the groups in the 
population used for psychometric construction of the tests .... 

The data of this research program provide one explanation of minor
ity group differences in test performance. The results are applicable to all 
forms of tests. They imply a general tendency for tests to be biased against 
minorities and to have less validity when used with minorities. (Chap. 3, 
p.l34) 

I have no complaint with Harrington's effort as a contribution to 
experimental behavioral genetics. The result is indeed interesting. 
But it seems to me that it merely poses a problem. It does not answer 
any question about human minority-group test-performance. What 
needs to be explained is why, with these particular inbred strains of 
rats, one finds the interesting phenomenon described above, which, 
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for brevity, I shall dub the Harrington effect. And why are data on 
humans so lacking in evidence of this phenomenon? 

The Harrington effect is interesting in its own right, as a dem
onstration of genetic differences in the factors involved in maze 
learning in strains of rats. But I see no justification or need to gener
alize the conclusions from strains of rats to races of humans-the 
species of practical concern with regard to test bias. We already have 
much direct evidence, based on humans, that the Harrington effect 
cannot be generalized to human racial differences in test perfor
mance (e.g., see Reynolds, 1982). No amount of experimentation with 
rats can possibly nullify all the evidence based on human test results 
that goes directly contrary to the generalizations from Harrington's 
rat experiment. 

For example, Asians and Jews are minorities in America that 
score as high as or higher than the majority on majority-standard
ized IQ tests and college entrance exams. Japanese in Japan, on the 
average, outperform American whites on the u.s. norms of the Per
formance Scale of the Wechsler IQ test. Arctic Eskimos perform on a 
par with British and American norms on the British-standardized 
Raven's Matrices Test. We have recently discovered that Chinese 
children in Hong Kong outperform white children of the same age 
in California on the Raven. African infants score higher on the Amer
ican-standardized Bayley Infant Scales of Development than do the 
middle-class white American infants on whom the test was origi
nally developed. 

Still more direct counterevidence to the Harrington effect in 
human populations is found in the application of one of the methods 
described in Bias (pp. 580-583) for detecting biased items: the item 
selection method. Subtests are made up by selecting items from a 
large pool of items according to the usual psychometric criteria for 
item selection, on samples from the two (or more) subpopulations in 
question. The method was applied separately to large samples of 
blacks and whites by Green and Draper (see Jensen, 1980a, pp. 581-
583), creating somewhat different subtests, each derived by the same 
item selection procedures in the different racial groups. The items 
thus selected in each subtest are the "best" selection of items for each 
group, according to common psychometric criteria. This procedure 
would seem to provide a direct test of Harrington's hypothesis on 
human subjects. When the two subtests were given to blacks and 
whites, the average white-black difference (in standard deviation 
units) on the white-derived subtest was 0.7&; it was 0.850' on the 
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black-derived subtest. (Both differences are in favor of whites.l The 
authors of this study concluded: 

The amount of relative improvement in score that a minority group could 
expect to gain by using tests built with tryout groups like itself does not 
appear to be very large. The relative improvement is most unlikely to 
overcome any large discrepancy between typical test scores in that group 
and those in more favored groups. (Green & Draper, 1972, p. 13) 

Another direct test of Harrington's hypothesis was the construc
tion of the Listening Comprehension Test (LCT) by the American 
Institutes of Research (which is fully described in Jensen, 1980a, pp. 
678-679). The LCT was devised completely within a low-SES black 
population, following all of the usual psychometric procedures of 
test construction. After the test was developed entirely on blacks, it 
was tried on other samples of blacks and whites of middle and low 
SES levels. In every comparison, whites scored higher than blacks. 
Although the test was devised on low-SES blacks, that group scored 
1.32cT lower than middle-SES whites. Moreover, the LCT had equally 
good validity for blacks and whites as a predictor of scores on a stan
dard test of verbal ability. Thus, a number of studies contradict the 
Harrington hypothesis with human samples. On the other hand, I 
can find no study in the psychometric literature that affords any sup
port to Harrington's hypothesis. It seems strange that when biologi
cal psychologists like Harrington urge such extreme caution about 
generalizing, say, the results of heritability studies from one human 
racial group to another, they nevertheless show no hesitation in gen
eralizing experimental results directly from rats to humans! 

Finally, Harrington argues that, because he finds little or no evi
dence of a general ability factor in the maze performance of rats, this 
lack of evidence somehow brings into question the g factor in the test 
performance of humans. Because the rat behavior appears to be 
highly "multifactorial," Harrington concludes: 

To suggest that such results are true only for animals and not for humans 
is to argue that the rat is intellectually a much more complicated creature 
than is the human being. Yet this, it seems to me, is the implication of the 
g hypothesis. (Chap. 3, p. 130) 

Harrington's conclusion, however, is a sheer non sequitur. It rests on 
a confusion of complexity of mental processes with factorial com
plexity. The factors of factor analysis depend on covariation among 
various tests of abilities. In principle, there is no necessary connec
tion between the complexity of the cognitive processes involved in 
any of the tests and the degree of covariance among the tests-the 
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covariance that gives rise to factors. Whether there is any connection 
between the cognitive complexity of the processes required by the 
various tests entering into a factor analysis and the degree of simplic
ity or complexity (i.e., the number of factors) of the emergent factor 
structure is a strictly empirical question. The number of factors 
emerging from n tests of abilities carries no necessary or logical 
implication about the complexity of behaviors or inferred cognitive 
functions involved in the test performance. However, as pointed out 
in Chapter 6 of Bias, there is now considerable evidence, from 
human test data, that the factor analysis of tests involving relatively 
more cognitive complexity yields a smaller ratio of factors to tests 
than the factor analysis of relatively simple tests. Clark L. Hull (1928) 
made this important observation more than half a century ago, in 
factor-analyzing a large collection of tests including tests of sensori
motor skills, coordination, reaction time, rhythm, balancing, mem
ory, tapping, card sorting, and verbal and nonverbal intelligence 
tests of various types. He concluded that 

The highly complex intellectual activities correlate highly with each 
other, the less complex correlate with each other to an intermediate 
degree, and the relatively simple motor activities correlate with each 
other only slightly. (p. 215) . 

Many more recent studies fully substantiate Hull's observation (see 
Bias, pp. 213-222; 229-233), and it is the g factor that is loaded most 
heavily in the relatively more complex tests, especially those calling 
for some form of relation eduction, as Spearman (1927) noted. Thus, 
a very large g factor and relatively large, but few, group factors, in 
addition to g, are empirically associated with the greater cognitive 
complexity involved in the tests subjected to factor analysis. The 
highly multifactorial nature of the behaviors that Harrington noted 
in his rats' maze-learning activity is much what one would expect 
from the factor analysis of relatively simple sensorimotor abilities, 
even in humans. Thus, Harrington's interesting finding is not at all in 
conflict with the g theory of intelligence and even seems to confirm 
it. 

HILLIARD 

Like all the other critics who have disliked Bias in Mental Test
ing, Hilliard steers clear of the book's main findings and conclusions. 
Instead of challenging these, he takes up a number of side issues and 
alludes to supposedly germane research that the book failed to 
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include. But it must be outstandingly apparent to readers that Hil
liard never summons any empirical evidence or closely reasoned 
arguments based thereon that would support a position on test bias 
contrary to that expounded in my book. He writes as though there 
exists some body of evidence that would comfort those who dislike 
my book's conclusions, but that I have chosen to ignore, and that, if 
I properly considered it, would overturn the book's main conclu
sions based on the massive evidence reviewed in the book. But he 
does not tell us what this contrary evidence is or how it is supposed 
to contradict all the other evidence that has been brought to bear on 
the issue of test bias. Hilliard characterizes my book as a review of 
"highly selected empirical research," whereas, in fact, I tried my best 
to include everything I could find in the research literature on test 
bias, and certainly nothing else comes near my book in comprehen
siveness on this topic. It was never intended to be, as Hilliard claims, 
"an exhaustive review of all the relevant literature that pertains to 
the IQ argument." And certainly, neither I nor anyone else, to my 
knowledge, has ever had the fatuous thought that it is "the book for 
the century," as Hilliard suggests. Bias was intentionally quite nar
rowly focused on those aspects of psychometric theory and research 
most relevant to the problem of test bias. (However, my latest book
Jensen, 1981-gives a much more comprehensive overview of what 
Hilliard terms the "IQ argument. ") Of course, anyone who wishes to 
argue that my coverage of the research on test bias is itself a biased 
selection (which I deny) is free to review whatever other evidence 
bears on the issue and to explain how it would alter the conclusions 
based on the evidence that I have presented. In view of Hilliard's 
claim, we might reasonably have expected him to do just that in his 
present chapter. But neither Hilliard nor any other critic of Bias, out 
of some 100 published critiques, so far, has attempted to do so. I sus
pect they would if they could. There has not been a scarcity of ide
ologically or emotionally hostile criticisms, but all of it is substan
tively innocuous. 

Hilliard seems to be arguing that cultural differences between 
blacks and whites are chiefly responsible for the typical white-black 
differences in test scores. But as I have pointed out earlier in this 
chapter, the results of our studies of black and white test perfor
mances, at every level of psychometric analysis, from single test 
items to broad factors, indicate that the cultural differences between 
whites and blacks in the present-day United States have been grossly 
exaggerated by those who would insist on a purely cultural expla
nation of the racial difference in test performance. Analyses of test 
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data in terms of both internal and external criteria of bias yield 
results that are quite incompatible with the hypothesis of large cul
tural or experiental differences between blacks and whites, at least 
as these affect test performance. I will not belabor this point further. 
The evidence is there for all to see (Bias, especially Chaps. 10 and 11l. 

Hilliard emphasizes linguistic differences as a chief source of cul
tural bias and argues that the field of linguistics somehow contains 
the antidote to what he views as the current unpalatable psycho
metric conclusions about the absence of cultural bias in widely used 
standardized tests. But theoretical psychometricians as well as prag
matic users of tests are quite unimpressed by the linguistic argu
ments, in view of the well-established finding that the black deficit is 
no greater on tests of verbal abilities than on wholly nonverbal and 
performance tests. When the general factor is extracted from a large 
and diverse battery of verbal and nonverbal tests, we find that blacks 
and whites differ almost entirely on the g factor and not at all on the 
verbal factor, least of all on vocabulary, after g is partialed out (see 
Figure 9). Chapter 9 of Bias reviews the many attempts to vary the 
familiarity of the test contents, with the consistent result that the 
white-black differences remain fully constant across all these test 
variations. Only tests of rote memory and motor skills show negligi
ble differences. On all other types of tests, the race differences are 
substantial. But when g is partialled out, hardly any test shows an 
appreciable difference between blacks and whites. The racial differ
ence is a difference in g and not just a linguistic difference or a dif
ference dependent on any special type of item content. Hilliard 
comes down especially hard on vocabulary tests, as they would 
appear to be the most quintessentially cultural of all test types. But 
the lower scores of blacks on the vocabulary subtests of standard 
scales such as the Stanford-Binet and the Wechsler probably do not 
underestimate black children's functional vocabulary, whether esti
mated by their use of standard English or of their own patios-what 
Hilliard would call the "normal vocabulary" of a particular cultural 
group. In a study by langauge experts in Detroit, tape recordings 
were made of black children's speech, and it was discovered that 
their vocabulary contains only about half as many words as white 
children's (Silberman, 1964, p. 283). A comprehensive review of 
research pertaining to the cultural-linguistic hypothesis of the black 
IQ deficit concluded there was no evidence that supports it and that 
the explanation of the black IQ deficit must be sought elsewhere (Hall 
& Turner, 1971). 
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Hilliard objects to a social definition of race instead of a strictly 
biological criterion and asks how IQ researchers select 'black" or 
"white" samples for comparison. The answer is, of course, that they 
do it in the same was as those who assess racial balance in the public 
schools, or the proportions of different racial groups in special 
classes, or an institution's conformity to federal guidelines for affirm
ative action, or for trying court cases of racial discrimination. 
Although there is a high correlation between the ordinary socially 
recognized categories of races in the United States and strictly biolog
ical criteria of classification, involving a host of visible physical char
acteristics as well as blood groups3 and biochemical factors, it is only 
the social and cultural definition of race that is actually relevant to 
the study of test bias as it concerns all the practical uses of tests. More
over, ifthe observed test-score differences between racial groups are 
due only to social-cultural factors, as Hilliard claims, then the social 
definition of race should be quite adequate and, in fact, should be the 
only appropriate definition. If it is argued that two socially defined 
racial groups that differ in mean IQ are not racially "pure," by 
strictly biological criteria, and that one or both groups have some 
genetic admixture of the other, it can mean only that the biological 
racial aspect of the IQ difference, if such exists, has been underesti
mated by comparing socially, rather than genetically, defined racial 
groups. 

The chapter by Lloyd Humphreys should provide adequate 
background for evaluating Hilliard's claim that intelligence "has no 
common definition among the community of scholars who study it." 
In fact, there is high agreement among the experts about what they 
mean by the term intelligence. The issue has been the subject of an 
empirical investigation. Yale psychologist Robert Sternberg devised 
an elaborate questionnaire intended to assess people's conceptions of 
the meaning of intelligence and the specific types of behavior that 
they recognize as instances of whatever they mean by intelligence. 
The questionnaire was sent to a representative sample of Ph.D. psy
chologists who do research and teach courses in the area of human 
abilities. The questionnnaire was also given to laypeople. Sternberg, 

~oday, the average percentage of Caucasian genes in persons who are socially iden
tified as black and who so identify themselves, in America, is estimated, on the basis 
of blood group analysis, at something close to 25%, with a standard deviation of about 
14%. The frequency of genes of African origin among persons socially identified as 
white is estimated at less than 1 %. (A detailed discussion of this research, with com
plete references, is to be found in Jensen, 1973, Chap. 9.) 
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Conway, Ketron, and Bernstein (1980) reported a very high degree of 
concordance between psychologists and laypeople about the mean
ing of intelligence. This remarkably high consensus among experts 
and laypeople as to the subjective meaning of intelligence and the 
recognition of its behavioral manifestations clearly contradicts the 
notion that intelligence is an esoteric technical concept or that there 
is little agreement among persons concerning its manifest 
characteristics. 

How valid is Hilliard's claim that IQ tests differ widely and bear 
merely an association with each other? It is granted that the specific 
item content differs greatly among IQ tests. But the truly remarkable 
fact is that despite the great variation in types of item content, all IQ 
tests measure much the same mental factors, especially the g factor, 
which is predominant in all such tests. To get some idea of how 
widely IQ tests differ, I have determined the average intercorrelation 
among 30 different published IQ tests, gathered from various studies 
reported in the literature. I determined the median correlation for 
each test of all its correlations with other tests. The mean of these 
median correlations for all 30 tests is .77. But the average reliability 
of all of the tests is .90, and so we must correct the mean correlation 
of .77 for attenuation, which brings the true correlation among the 
tests up to about .86. The median correlation between the Stanford
Binet and the WISC in 47 studies is .80 (or .85 when correlated for 
attenuation). This is indeed a high degree of agreement among dif
ferent IQ tests, considering the great variety of samples used in those 
studies, with widely varying degrees of restrictions of range, and 
considering the fact that there is some amount of "method variance" 
among all these tests, which include group paper-and-penciI tests, 
individual tests, and verbal, nonverbal, and performance tests. The 
fact that their true-score intercorrelations average about .86 in a wide 
variety of samples indicates that a large common factor, namely g, 
runs throughout all of these IQ tests. This clearly belies the essence 
of Hilliard's claim that "IQ tests differ widely." 

An important criterion of the absence of test bias, for Hilliard, is 
evidence that "the same mental process is being measured in two or 
more cultural groups whose standardized IQ test scores are being 
compared." One way of examining the test performance of different 
groups for an answer to this question is by looking at the degree of 
similarity of the factor structures and factor loadings on the various 
scorable parts of a test for the two groups in question. C. R. Reynolds 
and I have recently done this. We subjected the WISC-R national stan
dardization data to a hierarchical factor analysis (Schmid & Leiman, 
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1957)4 separately in the white and black samples, with numbers of 
1,868 and 305, respectively. (See the chapter by Humphreys for a 
description of this type of factor analysis, which he deems the most 
satisfactory method for extracting the general factor, g.) We found 
that both the factor structure and the factor loadings of the 13 sub
tests of the WISC-R standardization edition (the 12 subtests of the 
WISC plus a Tapping subtest later deleted from the WISC-R) were vir
tually identical in the white and black samples, despite the difference 
of15.8 points between the group means on the full-scale IQ. The coef
ficient of congruence (an index of factor similarity, on a sacle from 0 
to 1) was computed between blacks and whites for each of the four 
WISC-R factors: general factor (g) = 1.00, Verbal factor = .99, Perfor
mance factor = .98, Memory factor = .98. If Hilliard knows of any 
bona fide evidence that blacks and whites differ in the types of men
tal processes that they bring to bear on standard IQ tests, he should 
bring it to light. We are not aware of any such evidence. 

Now, two minor points: 
First, the test bias issue does not in the least hinge on settling the 

question of the true form of the distribution of intelligence in the 
population. Moreover, I have never claimed that scores on any par
ticular type of test, such as information or vocabulary, should be 
assumed to have a normal distribution. I have said that many psy
chologists, for a number of statistical, genetic, biologically analogical, 
and scientifically heuristic reasons, have explicitly assumed that the 
latent trait of general intelligence is normally distributed, and that 
this theoretical assumption is reflected in most IQ scales and derived 
scores on other cognitive tests standardized on the general 
population. 

Second, Sir Cyril Burt, whom Hilliard refers to as a politician, 
was never a politician in any sense of the word. In fact, many of his 
long-time close associates were totally unaware of his very private 
political views. (His sympathies were with the socialist Labor Party 
of Britain.) Interestingly, as also noted by Reynolds and Brown in this 
volume, Burt (1921) was one of the first psychologists to draw atten
tion to the problem of test bias, with respect to social class differ
ences, not long after the publication of the first Binet intelligence 
scales. (My final conclusions regarding the notorious scandal sur
rounding Burt's data on identical twins are detailed elsewhere; see 
Jensen, 1981.) 

'We are grateful to Professor John Schmid for doing these factor analyses for us. 



572 ARTHUR R. JENSEN 

Finally, the present massive research on our standard mental 
tests, their associated group differences and all their educationally, 
occupationally, and socially significant correlates, and the consistent 
failure to demonstrate by means of any objective evidence that the 
tests are biased against blacks, constitute an impressive and impor
tant body of evidence for psychometric theory and practice. Hum
phreys (1980b) has summarized the implications very well: 

The measured differences in intelligence are real barriers to equal access 
by the majority of blacks to higher education, to skilled occupations, and 
to the professions. The measured differences are causally related to high 
levels of unemployment and to below average incomes for blacks. The 
differences and their direct effects are also indirectly related to such social 
pathologies as higher rates of delinquency and crime in the black popu
lation. (p. 55) 

To pretend that these conclusions can be likened to the "emperor's 
new clothes" is, I suspect, only wishful denial-an ineffectual and 
fatuous response to the reality and the import of the evidence. If 
there is anything as truly unsubstantial as the "emperor's new 
clothes" in the IQ cultural bias debate; it is probably the evidence that 
Hilliard seems to imagine would contradict the main conclusions of 
Bias in Mental Testing. s If Hilliard claims to disagree with my defi
nitions of test bias, or with the proposed methods of objectively rec
ognizing bias, or with the empirical evidence on which my conclu
sions, within this framework, are based, then I think he is obligated 
to state an alternative definition of bias, to formulate other explicit 
methods by which one can detect bias, and to cite evidence that spe
cifically contradicts my conclusions. Hilliard has done nothing of the 
kind. Nor, to my knowledge, has anyone else. 

HUMPHREYS 

Humphreys's chapter is one of the most lucid and enlightening 
essays on intelligence that I have come across in my wide reading in 
this field. It merits thoughtful reading by everyone with an interest 
in this topic. 

5Jensen, 1980a, p. 740: "The observed mean differences in test scores between various 
[racial and social-class] groups are generally not an artifact of the tests themselves, but 
are attributable to factors that are causally independent of the tests .... The present 
most widely used standardized tests can be used just as effectively for blacks as for 
whites in all of the usual applications of tests." 
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The only point on which I have any serious reservations mayor 
may not be a fundamental one-I am not sure. It involves Hum
phreys's formal definition of intelligence. Not that anyone could sen
sibly disagree with it, as far as it goes, but it does not go far enough, 
in my opinion. In one way, it is not sufficiently precise, and in 
another way, it is not sufficiently open-ended. But before proceeding 
further, I should restate Humphreys's definition: 

Intelligence is defined as the entire repertoire of acquired skills, 
knowledge, learning sets, and generalization tendencies considered intel
lectual in nature that are available at anyone period of time. An intelli
gence test contains items that sample the totality of such acquisitions .... 
The definition of intelligence here proposed would be circular as a func
tion of the use of intellectual if it were not for the fact that there is a con
sensus among [cognizant] psychologists as to the kinds of behaviors that 
are labeled intellectual. Thus, the Stanford-Binet and the Wechsler tests 
can be considered examples of this consensus and define the consensus. 
(Chap. 7, pp. 243-244) 

First of all, there is no hint in this statement that, among all the 
"repertoire of acquired skills" and so on, some things might be 
weighted differently from others in the degree to which they rep
resent intelligence. Einstein never knew how to drive an automobile, 
but he had mastered tensor calculus, an abstruse branch of mathe
matics. Are we to assign these skills equal (negative and positive) 
weights in forming a judgment of Einstein's intelligence? I dislike the 
idea of leaving the relative weights to be assigned to these skills up 
to the subjective judgment of anyone psychologist or any collection 
of psychologists, cognizant or not. A consensus of expert judgment, 
it seems to me, is a weak basis for scientific theory. The overthrow 
of expert consensus is a prominent feature in the history of science. 
Thanks to Spearman, Burt, Thurstone, and others, we now have a 
set of tools-namely, factor analysis-for dealing more objectively 
with the weighting problem. I think that this was the essential con
tribution ofthe now-classic paper by Spearman (1904), It seems a rea
sonable guess that if we included skill in driving an automobile and 
skill in tensor calculus among the "entire repertoire" referred to by 
Humphreys, and if we analyzed the whole works, tensor calculus 
would have a higher g loading than automobile driving. Value judg
ments, academic snobbery, and the like would not enter into this 
conclusion, as they might do in a mere consensus among Ph.D. 'So 

The definition refers to "acquired skills, knowledge," and so on. 
This definition does not take care oftypes of behavior that cannot be 
construed as learned (at least as far as the source of individual difi'er-
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ences is concerned) and that may not be deemed "intellectual" by 
any expert consensus, but that are nevertheless found to be g-loaded 
when factor-analyzed along with other types of performance 
deemed "intellectual." I have in mind, for example, choice reaction 
time, which is not a learned skill and which under some experimen
tal conditions shows no learning or practice effects whatever; yet, it 
is correlated with Stanford-Binet and Wechsler IQs (Jensen, 1982bl. 
Clearly, IQ tests measure something more than just learned skills and 
bits of knowledge, although these may serve as adequate vehicles for 
measuring whatever it is that the test measures, which is something 
more, and different from, the vehicle itself. If that were not so, why 
should the verbal subtests of the Wechsler correlate .80 with the per
formance subtests, with which they have virtually nothing in com
mon at the "phenotypic" level of item contents, knowledge, and 
skills? No, I think our intelligence-test scores are only the tip of the 
iceberg. 

So, I think we need a deeper conception of intelligence than that 
suggested by Humphreys's definition; which seems to imply that 
intelligence consists of no more than what we can readily see with 
the unaided eye at a given point in time. It also seems to be merely 
whatever we say it is, albeit said by a consensus of the cognoscenti, 
instead of a wondrous phenomenon, the full nature of which still 
awaits discovery by scientific means. Everyone knows in general 
what universe means, although astronomers and cosmologists know 
more about it than laypeople. By rough analogy, Humphreys defines 
intelligence much as if we said that the universe is simply the myriad 
specks of light that we all can see when we look up at the sky on 
any given night. With this approach, what would be the incentive to 
build a telescope or, if we already had a telescope, to want a more 
powerful one? When astronomers obtain a more powerful telescope 
and other instruments for the analysis of starlight, they discover 
things that were in neither their observations nor their imaginations 
before. We must presume, if we are not completely solipsistic, that 
this is so because there is indeed a reality out there, referred to as the 
universe, and that it amounts to a great deal more than our present 
conceptions of it. It is still being discovered, and there is still much to 
be understood scientifically about what has already been discovered. 
I think much the same sort of thing is true of the concept of intelli
gence. Is there anything in Humphreys's definition, for example, that 
could have led anyone to expect, much less look for, a correlation 
between IQ and the frequency and amplitude of evoked electrical 
potentials in the brain? I believe that there is some "nature" under-
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lying our observations and test measurements of what we call intel
ligence. To use the word entity, as Humphreys does, to describe the 
"nature" or "reality" underlying our measurements (and factors) is 
to set up a straw man, if by entity he implies some "thing" -a single 
cause, anatomical structure, physiological mechanism, or biochemi
cal substance.6 If I really thought that there was nothing more to 
intelligence than the IQ test scores and more of the same kinds of 
things we already know about them, I would change my field of 
research immediately and take up something scientifically more 
interesting. 

Because I do think that there is more to intelligence than merely 
the behavioral vehicles by which it can be expressed or measured, I 
think it is theoretically important to retain the ability-achievement 
distinction, although from that point on, I would agree with every
thing else that Humphreys says about it. 

Humphreys's definition of intelligence seems to be in the tradi
tion of the strictest logical positivism. This philosophy of science, 
which once had great appeal to me, now seems to me less convinc
ing, and it is my impression that it has already lost favor, generally, 
in the most advanced physical sciences. Whereas Humphreys insists 
on an aseptically explicit operational definition of the concept of 
intelligence, I tend to regard it more as an open-ended theoretical 
construct still in the process of being explored and more fully under
stood scientifically. I am reminded of a modern philosopher of sci
ence, Yehuda Elkana, who, in the frontispiece of his book on the dis
covery of the conservation of energy (J974), quoted a statement by H. 
A. Kramers, which, at several points in his book, he referred to as 
being of key significance in scientific progress: "In the world of 
human thought generally and in physical science particularly, the 
most fruitful concepts are those to which it is impossible to attach a 
well-defined meaning." I think intelligence is such a concept. 

Fortunately, at least from my own standpoint, everything else 
that Humphreys says in his chapter does not seem to hinge at all on 
his formal definition of intelligence. My own "working definition" of 
intelligence is the general factor of a large and diverse battery of cog-

6Elsewhere (Jensen,1982al, I have written, "It is a mistake to waste time arguing about 
the definition of intelligence, except to make sure everyone understands that the term 
does not refer to a 'thing,'" and elsewhere, we should heed Miles' (1957) advice: 'The 
important point is not whether what we measure can appropriately be labelled 'intel
ligence,' but whether we have discovered something worth measuring. And this is 
not a matter that can be settled by an appeal to what is or is not the correct use of the 
word 'intelligent.'" 



576 ARTHUR R. JENSEN 

nitive tests, and this definition does not seem to conflict with any
thing I find in Humphreys's paper. 

Whatever may be the conception of intelligence that actually 
guides Humphreys's thinking and research in this field, it obviously 
has not hindered his continuing to make creative and important con
tributions to our understanding of the nature and the measurement 
of intelligence, of which we are presented a good sample in his pres
ent chapter. We all can learn from it. 

HUNTER, SCHMIDT, AND RAUSCHENBERGER 

In their chapter, these investigators present an excellent sum
mary of their many important original contributions to the study of 
test bias, particularly as it concerns the use oftests in personnel selec
tion. Probably, no one else in the field has done more than these 
researchers to dispel the twin illusions of situational specificity of test 
validity and differential validity for majority and minority popula
tions. The type of meta-analysis of the mountains of validity data that 
led to their conclusions is one of the signal contributions to both the 
methodology and the substantive knowledge of psychometrics and 
personnel psychology. In addition, they have highlighted more 
explicitly and rigorously than has anyone else the practical conse
quences-in terms of work productivity and dollars and cents-of 
test validity, various personnel selection models, and minority quo
tas. These objective cost-benefit analyses may come as a shocking 
surprise to many of those who would belittle the practical impor
tance of mental tests or who imagine the world would be better off 
without them. 

MANNING AND JACKSON 

The chapter by Manning and Jackson is an extremely valuable, 
empirical, research-based defense of the Scholastic Aptitude Test 
(SAT) and other advanced educational aptitude tests developed by 
the Educational Testing Service. Comprehensive and detailed docu
mentation of Manning and Jackson's claim of equal validity of the 
SAT for white and minority populations in predicting academic per
formance in college can be found in Breland (1979l. 

The Educational Testing Service (ETS) is the developer and pub
lisher of the College Entrance Examination Board's SAT, which has 
practically preempted the field of college aptitude testing. Partly as a 
result, the ETS in recent years has been assailed by critics from out-
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side the psychological and educational testing discipline. The attacks 
on the ETS have resulted not because anyone has been able to show 
that their tests are technically substandard or that they are not as 
valid for racial minorities as for whites, but mainly because the ETS 
tests are virtually unassailable by these criteria and hence reveal all 
too clearly unwelcome and disturbing facts about inequalities in the 
distribution of mental abilities in the nation's population--:-particu
larly those developed abilities that are necessary (although not suffi
cient) for academic attainment beyond high school. 

From a strictly psychometric standpoint, the ETS has no real 
problem countering its critics: High-powered technical expertise and 
all the statistical evidence are on its side. But I think the ETS repeat
edly displays a sorry spectacle in its squirming to offer excuses for 
the unwelcome social realities that its tests so soundly reveal. We see 
more examples of it in Manning and Jackson's chapter. But my com
plaint is not limited to the ETS; other test publishers, in my obser
vation, are in the same straits. Of course, one may easily sympathize 
with the predicament of a commercial establishment trying to main
tain good public relations and avoid controversy. But it seems to me 
that the ETS and other test publishers have chosen the wrong stance 
to avoid the heat. 

The same good science that is found in the research and test 
development of the major test publishers should also be evinced in 
their public statements about socially touchy issues, the main one 
being, of course, the need they feel for an explanation of the lower 
average test scores of blacks, if, as the ETS claims, the tests are not 
culturally biased or unfair to minority students. Typically, escape
hatch explanations take the form of blame. Because the tests have 
been exculpated, blame is now redirected elsewhere, and in the ETS 
litany, the public schools, as usual, unfairly receive the brunt: "pub
lic miseducation," "failures of education," "teacher expectancy," and 
"caste and class barriers" to educational opportunity, along with 
"segregation" and "poverty." I have no way of knowing if this lim
ited explanatory repertoire, which I have repeatedly encountered in 
the ETS's public statements, reflects an official doctrine of the ETS or 
merely a coincidental likeness of minds among those who speak for 
the enterprise. 

Whatever faults one may legitimately point out in the public 
schools, the causation of the black IQ deficit certainly is not one of 
them. The typical one-standard-deviation mean difference between 
blacks and whites on tests of general intelligence or scholastic apti
tude is full blown by the age of school entry, and it does not change 
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(relative to individual variability within the populations) from kin
dergarten to Grade 12. The schools, therefore, are not in any degree 
to blame for the observed social differences in scholastic aptitude. But 
should the schools be held culpable for not overcoming the differ
ence? In the past 25 years, many millions of dollars of federal funds 
have been expended for numerous and massive attempts to over
come the difference, with apparently unimpressive success. The 
mean mental-test-score difference (in standard score units) between 
black and white youths is the same today as it was 75 years ago, at 
the time of World War I, when, for the first time, large samples of 
the nation's young men were given mental tests. 

A standard individual or group test of general intelligence is an 
unbiased predictor of scholastic performance for blacks and whites, 
and it has proved no easier to raise intelligence and its correlated 
academic achievement by an appreciable amount for black children 
than for white children. We can safely say that, up to the present 
time, researchers have not yet discovered any educational prescrip
tion feasibility within the power of the schools that can substantially 
and permanently raise the general intelligence of black children or 
of white children. In this respect as in many others, the IQ difference 
between the races behaves very much as do the IQ differences 
among individuals of the same race. I have found no compelling evi
dence that the group differences are essentially different in nature 
from individual differences. The failure to discover any important 
race X treatment interactions (independent of IQ) in the educative 
process would seem consistent with this observation. 

As for poverty and the other explanatory factors mentioned by 
Manning and Jackson, they should be viewed in the light ofthe avail
able facts about the ETS tests: Less than 10% of the variance in SAT 
scores is associated with (not necessarily caused by) differences in 
family income; black students from the highest family-income level, 
on average, obtain SAT (and GRE, LSAT, MCAT) scores that fall at 
least half a standard deviation below the white average; and within 
any given level of measured aptitude, a higher percentage of blacks 
than of whites go to college. 

Thus, these explanations in terms of popular cliches only lead 
eventually to embarrassment under critical scrutiny of the evidence. 
They are wholly out of keeping with the scientifically impeccable 
manner in which the ETS has treated the evidence pertaining 
directly to the tests themselves. 

What would I suggest instead? Certainly, pusilanimous pussy
footing about the issue deserves no more to be condoned than pro-



TEST BIAS: CONCEPTS AND CRITICISMS 579 

pounding scientifically unfounded explanations. The simplest, most 
completely defensible course is the only scientifically honest one: 
open agnosticism. On this point I repeat what I said in Bias: 

The observed racial group differences are real in the sense that they are 
not merely an artifact of the measuring instruments. Once that point has 
been determined for any standard test ... and the proper uses and limi
tations of the test are duly noted, the psychopsychometricians and the 
test publishers should be under no obligation to e}(fJlain the causes of the 
statistical differences between groups. The problem of explaining the 
causes of group differences, aside from possible psychometric artifacts, is 
nonhe ... responsibility of the constructors, publishers, or users of tests. 
The search for causes is an awesomely complex task calling for the col
laborative endeavor of at least several specialized fields of science in addi
tion to psychometrics. The state of our scientific knowledge on these mat
ters at present only justifies an agnostic stance on the part of 
psychometricians, publishers, and users of tests, whatever else their per
sonal sentiments may dictate. (p. 737) 

MERCER 

As I am told that Robert Gordon's chapter7 is mainly addressed 
to an analysis of Mercer's position, I will only briefly indicate my 
views on a few key points of her paper. 

Mercer's case, I believe, is built on what I have already referred 
to as the sociologist s fallacy, namely, the assumption of causality on 
the basis only of correlation. The whole notion of pluralistic popu
lation norms for tests of intelligence or scholastic aptitude is the full 
flowering of the sociologist's fallacy. Such norms are derived, essen
tially, by statistically adjusting the actually obtained test scores in 
terms of a number of their socioeconomic and cultural correlates, so 
that the derived scores for various subpopulations will be more 
nearly equal. The rationale for this procedure is based on the 
assumption that the subpopulations in question do not "truly" differ 
in whatever ability the test purports to assess, and that the observed 
differences in test scores merely reflect cultural differences. Minority 
groups obtain lower scores because of the "Anglocentric" bias of the 
tests. (Nothing is said about why Asians perform on a par with 
whites on these "Anglocentric" tests.) 

If the usual standardized IQ test scores, instead of the pluralisti
cally normed scores, are shown to be unbiased predictors of scholas-

7Editors' note: Gordon's chapter was written after Jensen's was completed; therefore, 
Jensen was unable to comment on Gordon's contribution. 
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tic achievement for majority and minority groups, then the derived 
scores from pluralistic norms are bound to be biased predictors. The 
preponderance of the present evidence indicates that the unadjusted 
IQs are unbiased predictors of scholastic achievement, whether mea
sured by objective achievement tests or by teacher ratings. Where 
significant predictive bias has been found, it results in an overesti
mate of the actual performance of minority pupils (Messe, Crano, 
Messe, & Rice, 1979; Reschly & Sabers, 1979; Reynolds & Gutkin, 1980; 
Svanum & Bringle, 1982). 

Mercer argues that the predictive validity of IQ for scholastic 
performance can be legitimately determined only from teacher rat
ings or graders, rather than from scores on achievement tests. The 
argument for this condition is that the correlation between IQ and 
achievement test scores is spuriously inflated by "common method" 
variance, because both measures are derived from tests. But it is hard 
to see that there could be much common method variance between 
an individually administered IQ test like the WISC or the Stanford
Binet and a paper-and-pencil scholastic achievement test. The lower 
correlation between IQ and teacher ratings of achievement than 
between IQ and scores on standardized achievement tests is explain
able by (1) the lower reliability of teacher ratings and (2) the coarse 
scale, usually of only 3 to 5 points, on which teacher ratings or grades 
are assigned. This precludes as high a correlation as can be obtained 
between continuous variables measured on a fine-grained scale such 
as exists for IQ and standard achievement tests. 

Under equal opportunity to learn, cognitive scholastic subject 
matter, after a course of instruction, will show individual differences 
that are highly correlated with scores on tests of general intelligence. 
This does not mean that a measure of scholastic achievement and an 
IQ measure of intelligence are one and the same thing. The contents 
and skills involved in the two tests may be "phenotypically" quite 
different. For example, proficiency in high school algebra is corre
lated with IQ, even though the IQ test items contain nothing resem
bling algebra and the IQ is measured before the pupils have taken a 
course in algebra or know anything at all about algebra. 

The notion that we cannot make both a theoretical and a prac
tical distinction between aptitude and achievement is nonsense. One 
of the more striking bits of evidence requiring such a distinction, 
which I have come across recently, is the finding by Carlson and Jen
sen (1981) of a correlation of -.71 between intraindividual (trial-to
tria}) variability in choice reaction time (RT) and scores on one type 
of scholastic achievement: the Reading Comprehension test (Compre-
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hensive Test of Basic Skills) among ninth-graders.8 Where is the com
mon method variance in this correlation? Or the common skills and 
knowledge? (Interestingly, the same RT measure was also correlated 
-.71 with scores on Raven's Progressive Matrices, a highly g-loaded 
nonverbal test.) A scientific explanation for such findings would not 
only justify but necessitate a distinction between ability and achieve
ment. The fact that two classes of tests traditionally labeled ability (or 
aptitude) tests, on the one hand, and achievement tests, on the other, 
may in some cases be indistinguishable in appearance or, because of 
their high intercorrelation, can be used interchangeably for some 
purposes is beside the point. Ability and achievement are not differ
ent kinds of things, but different levels of analysis. The performances 
or achievements measured by all behavioral tests of whatever label 
are direct observations; abilities are inferred theoretical constructs 
needed to explain the observed covariation among a variety of per
formances and achievements. 

"Edumetric" testing may supplant intelligence testing in schools, 
but I doubt that this substitution would make the controversy about 
bias in measuring general intelligence obsolete, as Mercer suggests. 
Instead, it will merely displace the controversy onto edumetric or 
scholastic achievement tests, because the largest part of the variance 
in these tests is identified by factor analysis as the g that is also mea
sured by intelligence tests. The controversy over test bias will wane 
as educators and school psychologists gain greater understanding of 
the proper uses of intelligence tests and achievement tests and of the 
objective methods of assessing test bias. The largest study of item bias 
in scholastic achievement tests (Comprehensive Tests of Basic Skills), 
by Arneklev (1975), is reviewed in Bias (pp. 575-578), Out of 183 
achievement test items were found a total of only 15 that met a sta
tistical criterion of bias in large samples of black and white school
children. Of these 15 biased items, 12 were biased in the direction 
that "disfavors" whites, and only 3 were biased in the direction that 
"favors" whites, in the effect of the item bias on the total score. 
Therefore, elimination of the biased items would slightly increase 
the average white-black difference. 

In case anyone overlooks it, I should note the fact that the data 
in Mercer's Tables 6 and 9 can be used to examine Spearman's 
hypothesis of a correlation between tests' g loadings and the magni-

8An intriguing and researchable question is: Would the Reading Comprehension 
scores show the same or different regressions on the RT measures in white and 
minority groups? 
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FIGURE 10. Mean white-black difference on 12 WISC-R subtest scores plotted as a func
tion of the subtests' g loadings (corrected for attenuation) in Mercer's white (N = 683) 
and black (N = 638) samples. 

tudes of the mean white-black difference on the various tests. The 
first principal component (Mercer's Table 6) is a good estimate of the 
WISC-R subtests' g loadings. These loadings are highly similar for 
blacks and whites, as indicated by a coefficient of congruence of .998 
between the two sets of g loadings. For testing the Spearman hypoth
esis, these g loadings should be corrected for attenuation,9 which I 
have done, using the reliabilities of the subscales based on the 
national standardization sample (N = 2,200), In Figure 10, the mean 
white-black differences (in scaled score units) on the WISC-R subtests 
are shown plotted as a function of the attenuation-corrected g load
ings for whites and blacks. The correlation between the mean differ
ences and average g loadings of blacks and whites is +.55, df = 11, 
P < .05. This correlation should be evaluated in light of the fact that 
in the national standardization data, the split-half sample reliability 
of the profile of white-black differences on the various subtests is 
only .83, and the corresponding split-half sample reliability of the g 
loadings is about .96. If these figures are used to correct the correla-

"This correction, however, makes little difference for these data, the correlations 
between the corrected and the uncorrected g loadings being .99 for whites and .97 for 
blacks. 
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tion of + .55 for attenuation, it becomes + .62. A significant positive 
correlation is consistent with the Spearman hypothesis, if the 
hypothesis is interpreted only as meaning that g is the most discrim
inating factor, racially. Similar data supporting the Spearman posi
tion that differences in g are primarily responsible for black-white 
differences on mental tests are reported by Reynolds and Gutkin 
(1981) and Jensen and Reynolds (1982), The obtained correlation of + 
.62 suggests that these two racial groups must also differ to some 
degree on other factors besides g. 

EPILOGUE 

The popular belief that all mental tests are necessarily culturally 
biased against racial minorities is well entrenched and of long stand
ing. It remains to be seen how much longer this prevailing belief 
among nonspecialists in psychometrics will withstand contradiction 
by objective psychometric and statistical evidence and analysis. The 
words of Sir Francis Galton, generally considered the father of men
tal measurement and differential psychology, seem most appropriate 
here: 

General impressions are never to be trusted. Unfortunately when they 
are of long standing they become fixed rules of life and assume a prescrip
tive right not to be questioned. Consequently those who are not accus
tomed to original inquiry entertain a hatred and horror of statistics. They 
cannot endure the idea of submitting their sacred impressions to cold
blooded verification. But it is the triumph of scientific men to rise superior 
to such superstitions, to desire tests by which the value of beliefs may be 
ascertained, and to feel sufficiently masters of themselves to discard con
temptuously whatever may be found untrue.'o 
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Postscript 
Bernal Replies 

ERNEST M. BERNAL 

I wish to thank Professor Jensen for his lesson in statistics and 
hypothesis testing. I am sorry, however, that he apparently missed 
one of the key points of my study. 

Notice, for example, Jensen's Table I, which summarizes white
black and white-Chicano differences on SAT, ACT, GRE, LSAT, and 
MCA T test scores. These data are quite similar to those presented in 
many other studies over the last 60 years or so, studies that support 
the propositions of the heritability of g and of the average intellectual 
superiority of whites over blacks and certain other minority ethnic 
groups in the United States. The data in my own Tables I and 2 are 
part of this set, for whites (W) score significantly higher than blacks 
<H), Mexican-American English-speaking monolinguals (MI), and 
Mexican-American English-Spanish bilinguals (M2) under standard 
test administration (controll conditions on both the Number Series 
Test (NST) and the Letter Sets Test (LST), even though socioeconomic 
status was controlled. 

But my research also presented evidence that under an alterna
tive testing condition (experimental treatment), the tested group dif
ferences-so clearly evident under standard testing conditions-vir
tually disappear. The data in my Tables 3 and 4 are not tractable to 
analysis through the heritability index, as the significance of the dif
ferences can no longer be detected, not between nor among the sev
eral groups. 

ERNEST M. BERNAL • School of Education and Human Development, California State 
University, Fresno, California 93740. 
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The investigations on training effects that Jensen cited in Bias in 
Mental Testing, he concludes, "have generally shown small but sta
tistically significant main effects." In those instances where whites 
were included in these studies, however, they maintained a reliable 
performance advantage over minority subjects. Also, the interven
tions in which the minority groups participated involved consider
ably longer periods of time than the one I employed. In this respect, 
my study appears to be a rare but not necessarily unique exception 
to this literature. 

Jensen objects to my observation that he utilizes studies that sup
port his contentions on the heritability of g and the general superi
ority of whites on such tests. I have ended this postscript with a brief 
bibliography of some selected references for his perusal, including 
several studies on the coachability of the SAT. The problem, how
ever, seems to lie in Jensen's perception of the meaning or applica
bility of the literature, for its difficult to believe that Jensen could 
have read so many of the relevant studies and still make such artless 
remarks as those found in his chapter. In the studies that I previously 
cited, for example, Burger (1972) discussed the issues in educing ver
bal responses from Hispanic children, findings with clear implica
tions for individually administered IQ tests. Matluck and Mace (1973) 
brought other linguistic analyses to bear on the assessment of Mexi
can-American children with various language characteristics. Katz, 
Epps, and Axelson (1964), Prehm (1966), Rapier (1967), and Zimmer
man and Rosenthal (1972) have addressed the testing situation in one 
way or another to suggest, variously, a differential readiness of 
minority subjects to engage in different tasks under different circum
stances, the importance of pretraining, and the effects of expected 
comparisons to whites on minority examinees. 

It does not follow logically that because students select them
selves for graduate school or the state bar examination that they are 
equally well prepared to take the entrance examinations or the 
licensing tests. Nor does the fact that two subtests of the WISC-R are 
administered sequentially ensure that the same testing conditions 
obtain in the mind of the person tested. It is facile to think that moti
vation alone can account for much of the difference in tested levels 
of performance between groups, and it is naive to believe that the 
sequence and shift of tasks (such as the shift from digits forward to 
digits backward) could not possibly be perceived as highly novel or 
threatening by one group but not by another. 
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Jensen believes that "other investigators would be at a loss to 
replicate [my] study." The processes involved, I think, should be 
clear enough to the many professionals who can administer group 
tests well and who possess even a fairly high degree of interpersonal 
spontaneity and social skills. Ethnic matching of examiner and stu
dents, small-group settings, informal attire and introductions, lin
guistically appropriate dialogue, test practice, feedback and the abil
ity to elicit student explanations of the correct choice are the only 
requirements. I know dozens of clinicians, school counselors, lin
guists, teachers, anthropologists, and-yes-even a few research 
psychometricians who would not find these conditions to be beyond 
their understanding or management. Nevertheless, Jensen has a 
point: These conditions require certain intuitions that are difficult to 
articulate and that certainly need further explication and specifica
tion. My study was, after all, admittedly based not only on a search 
of the literature but also on a surmise; it properly constitutes an ini
tial effort to explore gross effects. In the future, experiments along 
this line might investigate the efficiency of the factors that comprise 
this treatment, singly and in combination, in an effort to isolate the 
most important ones and to optimize the mix for all groups in the 
experiment. Also, an ethnographic component of such research 
might yield further insights into how the subjects perceive the treat
ments as well. 

Jensen criticized my test of the hypothesis that the testing ambi
ence is largely responsible for the noted ethnic group differences and 
my hypothesis that tests, as we now understand them, do not satis
factorily tap the true abilities of many minority groups. He pointed 
out that, as the treatment X ethnicity interaction terms in my Tables 
5 and 6 were not significant, "the effect of the treatment was not sig
nificantly greater for the minorities than for the whites." In this state
ment, however, he would seem to be only partly correct. I will pro
ceed to explain why. 

As Jensen recognizes that my purpose initially was to test the 
"differences between the experimental and control conditions," I 
should like to take the liberty of presenting two planned compari
sons of this hypothesis now, instead of using a more conservative 
post hoc test such as Tukey's or the general Scheffe procedure that 
Jensen mentions. Although these belated studies are subject to the 
criticism that they should have been conducted before the data were 
examined, these a priori tests nonetheless constitute a more exact 
examination of the ambience hypothesis than the overall interaction 
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term, because planned comparisons specify the exact contrasts to be 
made. Using the notations E for "experimental" and C for "control," 
the equation would read: 

if; = [MEl WI - Mclwa 

_ [(MElM11 - MCIM11) + (MEIMZI3- MCIMZI) + (MEIBI - M ClBI)] 

Table 1 presents the contrasts for both the NST and the LST. The com
parison for the NST, then, is 

if;1 = (1)(4.88) + (-%)(4.33) + (-%)(6.29) + (-%)(5.00) 

+ (-1)(5.67) + (%)(3.25) + (%)(4.21) + (%)(3.08) = -2.484 

and 

1 [ 1 1 1 1 1 1] 1 
w 1 = 24 1 + '9 + '9 + '9 + 1 + '9 + '9 + '9 = '9 

so 

,g -2.484z 
88if;1 = _1 = = 55.532 

w1 1 

9 

and 

M8", 55.532 
F = . = -- = 5.79 

ReSIdual 9.584 

The probability for F (with 1 and 168 dfi < .02. The null hypothesis 
is then rejected, and it appears that for the NST the effects of the 
experimental treatment were indeed different for the minority 
groups than for the whites. Figure 1 illustrates this result. 

TABLE 1 
Planned Comparison of NST and LST for Experimental and Control Groups 

Ho: Experimental minus control differences between w groups are the same as E 
minus C differences between the minority groups combined 

Comparison E(W) E(B) E(M1) E(M2) c(W) c(B) c(M1) c(M2) 

1 (NST) 1 -~ -~ -~ -1 ~ ~ ~ 

4.88 4.33 6.29 5.00 5.67 3.25 4.21 3.08 
2 (LST) 1 -~ -~ -~ -1 ~ ~ ~ 

12.38 11.04 12.00 11.00 11.67 9.42 9.21 9.17 
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FIGURE 1. Results of the Number Series Test: 0 = white;. = black; 0 = Mexican
American English monolingual;. = Mexican-American English-5panish bilingual. 

A similar study of the LST, however, failed to yield significance 
(F = 1.30), so the test of the "ambience hypothesis" is verified only 
in that comparison where the whites demonstrated slightly (and 
insignificantly) lower performance from control to experimental 
conditions. Figure 2 illustrates the results for the LST. 

The results of the hypothesis that the testing ambience itself 
explains much of the white-minority differences in test perfor
mance, then, are ambiguous. The trends in the data, however, merit 
further investigation, perhaps through a longer intervention. 

The consistently higher scores made by the minority groups on 
both tests and the lack of significant ethnic differences (including, of 
course, white-minority differences) under the experimental treat
ment have important implications for the hereditarian position. We 
have demonstrated the possibility that hereditary differences in g 
may actually be more amenable to environmental effects than was 
heretofore believed or that tests developed by, for, and with whites 
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FIGURE 2. Results of the Letter Sets Test: 0 = white;. = black; 0 = Mexican-Amer
ican English monolingual;. = Mexican-American English-5panish bilingual. 

may not be as cross-culturally applicable as we have presumed. 
Were hereditarians like Jensen faced with more data such as those 
derived from the experimental condition, they might not be able to 
support their conclusions about white-black and white-Mexican
American differences in higher order intellectual functions. 
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Experimental model for maze 

performance, 117, 118 
data analyses of, 119, 120 
experimental manipulations in, 122 
minority effects in, 125, 126, 128 

Experimental test model, 176 
analysis of variance of, 181-184 
culture in, 176, 177 
culture loading in, 178, 179 
examiners in, 179 

Experimental test model (Cont.l 
facilitation treatment versus 

standard in, 176-178 
factorial design in, 177 
level n performance in, 176 
socioeconomic status in, 181-185 
subjects in, 177 
test administration in, 176, 178 
treatments in, 179, 180 
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External indicators of test bias 
homogeneity of regression, 522, 523 
kinship correlations, 524 
raw scores and age, 523 
test validity, 521 

Factor analysis, 26, 27, 509, 538-540 
Factor loading, 510 
Fair selection, 20 
Fairness in prediction, 29 
Fixed-effects model, 112 
Federal Register, 294 
Fourth International Listing of Strains, 

117 

g factor. See General factor (g) 
g-loading 

abstractness in, 510 
complexity of items in, 511 
relation education items in, 510 

Gallup Poll, 209 
General Aptitude Test Battery, 524 
General Classification Test, 521 , 
General factor (g), 171, 173,231,234, 

235,238-246,255,269-272,285, 
320,321,331,509-511 

cultural variation in, 147, 148 
group matching of, 231 
heritability of, 588 
high school variability in, 241 
in latent trait theory, 240 
loaded tests, 146, 156, 164 
reliability of, 146 
theory of, 243-246 
versus general achievement, 320, 321 

General intelligence. See General factor 
(g); Intelligence, human 

Genetic-environmental interaction, 130 
in intelligence, 130 

Genotype in intelligence, 226, 228, 540-545 
in blacks versus whites, 230, 245 
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Graduate Management Aptitude Test 
(GMAT),197 . 

Graduate Record Examination (GRE), 8, 
15,197,226,547,548 

Group by items interaction, 127, 128 
Group factors, 510 
Group tests 

differences, 4,5 
Guttman's perfect scale, 236 

Harrington effect, 564, 565 
g factor ~n, 566 
generalizability of, 564-566 

Head Start, 20, 160 
Hebb-Williams maze tests, 117, 130 
Heber studies of IQ, 279 
Heredity, 101 

analysis of, 101 
correlation matrix of, 102 
Galton-Pearson theory of, 102 
individual differences in, 102 
Mendelian model of, 102 

Heterosis in IQ testing, 263, 275,-277, 
280,284 

Homogeneity, 29, 30 

"Indifference of the indicator," 144, 510 
Intelligence, animal, 110 

comparative psychology of, 110 
definition of, 23 

Intelligence, human, 13, 107, 110,254-
256,336,569-576 

A, B, and C, 254, 255, 328, 337 
as a genotype, 226, 228 
as a phenotype, 222, 224, 225, 228, 

245 
correlated with auditory evoked 

potential, 282, 283 
defined, 242, 243 
divisions of, 255 
familial variations, 229, 230 
folk definition of, 221 
genetic factors in, 222 
heritability in, 227, 228 
single parent factor in, 231 
versus performance, 337 

Intelligence quotient UQ), 9, 140, 141, 
511,512 

black versus white in, 147, 159-161, 
167 

SUBJECT INDEX 

Intelligence quotient UQ) (Cont.! 
correlation to brain size, 512 
correlation to reaction times, 512 
correlation to speed and amplitude 

of evoked brain potentials, 512 
genetic basis in, 147, 167 
group differences in, 171, 460 
hereditarian theory, 172, 173 
racial differences in, 9 
socioeconomic factors in, 147 
variance in, 147 

Intelligence Quotient Tests. See 
Intelligence tests 

Intelligence tests 
alternatives to, 167 
anxiety on, 273, 279 
as a predictor of school 

performance, 163-164 
bias issues versus measurement 

issues in, 142, 151 
black versus white issues in, 577, 578 
confounding terms used in, 153 
criticisms of, 151, 159, 160, 163, 165, 

166 
culture loading in, 264 
culture loading versus culture bias 

in, 515 
culture-reducedness in, 338 
culture specificity in, 156, 157, 160 
differences in content, 570 
for bilingual population, 157 
g factor in, 234, 235 
general knowledge as an indicator 

in, 155, 156 
in measuring genotypes, 540-545 
in measuring phenotypes, 513-514, 

540-545 
in school placement, 322, 323 
inductive versus deductive measures 

in, 143, 158 
interval scales vs. ordinal scales in, 

153-155 
item difficulty in, 152-155 
majority-minority differences in, 

547-553 
mean score differences in, 339 
patterns of performance on, 271, 272 
predictive ability of, 230, 240 
predictive validity of, 319-326, 336, 

580 
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Intelligence tests (Cant.) 
presumed distributions in, 154 
purpose of, 256 
Pygmalion effect on, 278, 279 
separate norms in, 149, 150 
Spearman's hypothesis in, 225 
types of, 256 
variance in, 235 
versus achievement tests, 226 

Internal consistency criterion, 126, 127 
Internal indicators of test bias 

age, ability, and race, 526, 527 
factor analysis, 524 
item by group interaction, 525, 526 
reliability, 524 
Spearman's hypothesis, 524, 525 
verbal versus nonverbal tests, 527, 

528 
Item bias, 25, 26, 230, 231 

difficulty-by-race interaction, 231 

Larry P., 2, 18, 31 
Latent trait theory, 116, 117, 235-238, 

246 
factor-pure tests in, 236, 237 
g factor in, 235 
item-characteristic curve (ICC) in, 

116,117 
Latin square, 121, 122 
Law School Admission Test (LSAT), 8, 

15,197,547,578 
Letter sets tests (LST), 178 
Level I-Level II in test items, 171, 175, 

176 
environmental factors in, 172 
genetic independence in, 172 

Listening Comprehension Test (LCf), 

565 
Lorge-Thorndike Intelligence Test, 321, 

368,468 

Mean score differences, 23, 24, 55 
Medical College Admission Test 

(MCAT), 8, 547, 548 
Mental, defined, 508 
Mental Measurements Yearbook, 14 
Mental test, defined, 107 
Mercer-Kamin law, 358,460,463-477,497 

assessment of, 485-488 
group interaction in, 470-475 

Mercer-Kamin law (Cont.) 
in the WISC-R, 469-471 
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rank order of difficulty in, 469-471 
stable and valid profiles in, 478 

Methods of factor analysis, 538, 539 
Kaiser's varimax criterion, 539 
Schmid-Leiman Method, 539, 540 

Minnesota Multiphasic Personality 
Inventory (MMPIl, 129 

Minnesota Non-Verbal Test, 277 
Minority test performance 

error variance in, 175 
facilitation of, 174 
socioeconomic factors in, 174, 180-

183 
test practice in, 175-180 
test taking skills in, 185 

Models of test fairness, 58-62, 66-73, 94 
formulas for, 95, 96 
in selection tests, 83-92 
legal merits of, '93 
marginal utility in, 85-88 
minority group selection ratios 

(MSRs) in, 90, 91 
Moron, as a category, 325 

. Multiple factors, defined, 236 
Multiple regression model, 42 
Multistate Bar Exam Validation 

procedure model, 316 

. National Association for the 
Advancement of Colored People 
(NAACP), 15, 16 

National Association of Elementary 
School Principals (NAESP), 15 

National Bar Association, 547 
National Education Association (NEA), 

. 15, 141, 209 . 
Nature-Nurture question, 108, 109, 172, 

185 
Nonbiased assessment, guidelines, 33 
Normal-theory model, 106 
Normative validity, 354 

Objective standard, defined, 508 
Overlap and group differences, 4 
Overprediction of performance, 54 

Page's L, 122 
PASE,2,31,462,463 
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Peabody Picture Vocabulary Test 
(PPVTl, 267, 283, 359, 468, 471, 
526,527 

Performance, mean levels, 23 
differences in, 23, 24 
individual, 7, 8 

Phenotype in intelligence, 222, 224, 225, 
228, 540-545 

in blacks versus whites, 230, 245 
Physical Dexterity Scales, 334 
Pittner Ability Test, 154 
Polygenic inheritance, 131 
Predictive validity 

bias in, 28, 30, 33 
generalizability of, 532, 533 

Preferential minority college 
admissions, 206, 217 

Primary Mental Abilities Test, 233, 246, 
524 

g factor in, 234, 235 
in a correlation matrix, 233, 234 
multiple group factors in, 233 

Process of self-selection, 192-19.4 
Project Talent, 229 
Psychometric intelligence and 

physiological correlates, 281, 
282,286 

Psychopathology evaluations 
bias in, 13, 14,30-32 
development of bias in, 13 
nature of bias in, 12 
minority bias in, 14-16 

Race, as a concept, 250 
internal migration factors of, 252, 

253,283,284 
Race differences in IQ, 9, 249, 258, 274, 

283,284 
adoption studies in, 276-285 
causal factors in, 260-264 
correlation with intellectual 

achievements, 251 
culture-loaded tests in, 267, 268, 281 
environmental versus hereditarian 

views,254,262,263,273,274-280 
g loading in, 270, 271, 274 
genetic causes of, 249 
geographical factors, 251-259, 283,284 
Heber studies in, 279 
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Race differences in IQ (Cant.! 
interactionist hypothesis in, 284 
internal migration in, 252, 253, 283, 

284 
mean population factors, 251, 253 
Pygmalion effect in tests of, 278 
race of tester in, 278 
socioeconomic and educational 

factorsin,264-269,275,284,285 
test practice in, 279 

Racial and ethnic test performance 
differences, 547, 548 

Racially and culturally 
nondiscriminatory assessment 

defined,295,296,319 
equal construct relevance in, 327, 

328 
equal external relevance in, 296, 310-

312,351,352 
equal internal integrity in, 296, 297, 

310,351 
purposes of, 296 
validation in, 295, 296 

Racism, scientific, 10 
anthropometric support of, 11 
history of, 10-12 

Random effects model, 112 
Randomization, 103-106 
Raven's Colored Progressive Matrices, 

359,471 
Raven's Standard Progressive Matrices, 

225,256,257,283,359,468,526-
528,564,581 

Reaction time and IQ, 281, 286 
Reading Comprehension Test, 580 
Reductionism, 105 
Regression coefficient, 29, 30 
Regression equation, 29 
Regression lines, 50-52, 58, 59 
Regression models, 29, 30, 103 

Cleary, 20, 30 
RegresSion of criterion, 113 

group differences in, 113 
Representative equality model, 20, 21 
Reynell Comprehension Test, 277 
Reynell Expression Test, 277 

Sampling design, 104 
Scatter diagram, 50 
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Scholastic Aptitude Test (SAT), 8,15, 
191-198,201,209,211,213,214, 
360,448,547,576,578 

correlated with GPA, 198, 199 
scores versus income correlates, 213-

216 
validity of, 201 

Selection models, 19,20 
Simultaneous regression, 29 
Single-group validity, 22 
Single-item tests, 114 
Social mobility, 207, 214 

test bias in, 207, 208 
Sociologist's fallacy, 553, 579 

aptitude versus achievement in, 580, 
581 

socioeconomic factors in, 553-559 
Sociocultural variables, 113 
Spearman's hypothesis, 143,225,269, 

270,272,273,330 
g loading in, 269, 270, 285 

Standardized psychological testing 
minority objections to, 9, 15, 16 

Stanford-Binet, 110, 111, 114, 154, 160, 
223,358,362,366,368,373,375, 
376,471,526 

digits backward scale in, 458-459 
group differences in, 111, 133,458-

459 
System of Multicultural Pluralistic 

Assessment (SOMPA), 335 

Test abuses, 7 
Test bias, 21, 110, 113, 144,295,516,517 

due to cultural differences, 567, 572 
due to distribution of intelligence, 

571 
due to minority perceptions, 173, 

174, 175 
due to social class differences, 571 
external indicators of, 517, 518 
face validity in, 146 
historical perspective of, 10-12,29, 

42 
in employment domain, 42 
individual versus group equity in, 

193 
item-selection versus item sampling 

in, 134, 135 

Test bias (ContJ 
mean test score differences in, 560 
misconceptions of, 514 
prediction of scholastic 
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performance, 163, 164 
predictors and criterion in, 151 
procedural and situational sources 

of,529-531 
racial issue in, 279, 280 
role of cultural anthropologists in, 

145,148 
role of cultural linguist in, 145, 146, 

148, 152 
statistical implications in, 55 
test validity in, 165, 166 
undetectable bias, 520 
versus test fairness and test 

unfairness, 144, 520 
Test-bias hypothesis, 8, 45, 52 

differential validity in, 45, 48, 49 
empirical assessment of, 46 
single-group validity in, 45, 47 
statistical sampling error in, 46, 49 
underprediction of black 

performancein,46,49,50,54 
Test construction, 114, 115 

criteria for item selection in, 115 
item test correlation in, 115 

Test fairness, 295 
Bayes law of, 63 
Cleary on, 58, 62, 66, 67, 81, 94 
Cole argument on, 68, 69, 94 
culturally optimum test in, 70-73 
Darlington definitions of, 66, 67, 70, 

94 
employee performance 

considerations in, 82 
reliability in, 60-62 
selection strategies in, 81, 82 
statistical definition of, 58-60, 77, 78 
statistical model versus causal 

processes, 73 
Thorndike definition of, 62-66, 69, 94 
variations and decision theory in, 73 
weaknesses in all models, 74-76 

Test items, 300 
rank order of difficulty of, 300, 303 
sociocultural differences in, 341, 342, 

347,348 
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Test items criteria, 509 
Test misuse 

definition of, 21 
versus test bias, 20, 21 
See also Test fairness 

Test performance, 134, 172 
minority group differences in, 134 
minority perceptions of, 173-175 
racial bias in, 135 

Testing in education, 189, 190, 200 
culture blind, 23 
culture free, 22, 23 

Total testing ambience, 545 
critique of, 545, 548-553, 589-591 

Type III error, 550 

Unbiased predictor 
appropriate test criterion in, 319-

322 
defined, 319 
standard regression model in, 319 

Uniform Guidelines on Employee 
Selection Procedures, 93 

Utility 
defined,83 
employee performance in, 83 

Validity 
concepts of, 21 
content, 22 
construct, 22 
differential, 5, 22 
external,22 
internal, 22 
models of, 21 
predictive, 22 
single-group, 22 

Variability, 4 
Variables, status and functional, 8 
Variance, 103 

analyses of, 103, 104, 112 
Vocabulary, 157 

as a measure of intelligence, 157-159 
Vocational Rehabilitation Act of 1973, 
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Wechsler Adult Intelligence Scale 
(WAIS), 156, 223, 243, 275, 283, 
524,528,561,564 

correlated with evoked potential 
measures, 282 

Wechsler Bellevue Intelligence Scale, 
154 

Wechsler Intelligence Scale for 
Children (WISC), 17, 308, 320, 
366,367,471,526,527 

Wechsler Intelligence Scale for 
Children-Revised (WISC-R), 9, 17, 
129,146,271-273,338,359,373, 
448,449,466-469,477,558,582 

backward digit span in, 548 
factor analysis of, 570, 571 
internal validity of, 358-359 

criteria for, 359 
group by item interaction in, 372-

385 
reliability in, 359-361 
stability in, 361-371 

Manual, 298, 335 
nomological validity in, 334-340, 350, 

351,353 
research model of, 295-296, 330-353 

convergent validity in, 330-332, 
350,353 

discriminant validity in, 333, 334, 
350,353 

equal construct relevance in, 330, 
331 

equal internal integrity, 297-310, 
351-352 

ethnic group differences in, 343-346 
factor analysis of subtests in, 309, 

310 
item difficulty correlation in, 303 
research design for, 296, 297 
subscore correlations in, 305-310 
validity coefficients in, 318 

subscale cultural bias in, 272, 273 
subscales,321-323,334,349,582,583 

Wide Range Achievement Tests, 320 
Wonderlic Personnel Test, 359, 471, 526 




